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Abstract. This article is the first part of a two article series about
a calculus with higher-order polymorphic functions, recursive types
with arrow and product type constructors and set-theoretic type
connectives (union, intersection, and negation).

In this first part we define and study the explicitly-typed version
of the calculus in which type instantiation is driven by explicit
instantiation annotations. In particular, we show why this requires
to solve the longstanding problem of the definition of an explicitly-
typed A-calculus with intersection types, we solve it, and define an
efficient evaluation model for it. In the second part, described in
a companion paper, we present a local type inference system that
allows the programmer to omit explicit instantiation annotations,
and a type reconstruction system that allows the programmer to
omit explicit type annotations.

The work presented in the two articles provides the theoreti-
cal foundations and technical machinery needed to design and im-
plement higher-order polymorphic functional languages for semi-
structured data.

1. Introduction

The extensible markup language XML is a current standard format
for exchanging structured data. Many recent XML processing lan-
guages, such as XDuce, CDuce, XQuery, OcamlDuce, XHaskell,
XAct, are statically-typed functional languages. However, paramet-
ric polymorphism, an essential feature of such languages, is still
missing, or when present it is in a limited form (no higher-order
functions, no polymorphism for XML types, and so on). Polymor-
phism for XML has repeatedly been requested to and discussed in
various working groups of standards (eg, RELAX NG [5]) and
higher-order functions have been recently proposed in the W3C
draft for XQuery 3.0 [8]. Despite all this interest, spurs, and mo-
tivations a comprehensive polymorphic type system for XML was
still missing for the simple reason that, until recently, it was deemed
unfeasible. A major stumbling block to this research —ie, the def-
inition of a subtyping relation for regular tree types with type
variables— has been recently lifted by Castagna and Xu [4], who
defined and studied a polymorphic subtyping relation for a type
system with recursive, product and arrow types and set-theoretic
type connectives (union, intersection, and negation).

In this work we present the next logical step of that research, that
is, the definition of a higher-order functional language that takes
full advantage of the new capabilities of Castagna and Xu’s system.
In other words, we define and study a calculus with higher-order
polymorphic functions and recursive types with union, intersection,
and negation connectives. The approach is thus general and, as
such, goes well beyond the simple application to XML processing
languages. As a matter of facts, our motivating example developed
all along this paper does not involve XML, but looks like a rather
classic display of functional programming specimens:

map :: (a->p)->[al > [5]
map £ 1 = case 1 of

0 ->10

SDipartimento di Informatica, Universita di Torino, Italy

| (x : xs) -> (f x : map £ xs)
even :: (Int->Bool) A ((a\Int)-> (a\Int))
even x = case x of

| Int -> (x ‘mod‘¢ 2) ==

| _ > x

The first function is the classic map function defined in Haskell (we
just used Greek letters to denote type variables). The second would
be an Haskell function were it not for two oddities: its type contains
type connectives (type intersection “A” and type difference “\”);
and the pattern in the case expression is a type, meaning that it
matches all values returned by the matched expression that have
that type. So what does the even function do? It checks whether
its argument is an integer; if it is so it returns whether the integer
is even or not, otherwise it returns its argument as it received it
(although even may be considered as bad programming, it is a
perfect minimal example to illustrate all the aspects of our system).

The goal of this work is to define a calculus and a type system
that can pass three tests. The first test is that it can define the two
functions above. The second, harder, test is that the type system
must be able to verify that these functions have the types declared
in their signatures. That map has the declared type will come as no
surprise (in practice, in the second part of this work we show that
in the absence of a signature given by the programmer the system
can reconstruct a type slightly more precise than this [? ]). That
even was given an intersection type means that it must have all the
types that form the intersection. So it must be a function that when
applied to an integer it returns a Boolean and that when applied to
an argument of a type that does not contain any integer, it returns
a result of the same type. In other terms, even is a polymorphic
(dynamically bounded) overloaded function.

The third test, the really tough one, is that the type system must
be able to infer the type of the partial application of map to even,
and the inferred type must be equivalent to the following one’'

map even :: ([Int] -> [Bool]) A

([a\Int] -> [a\Int]) A (1)

([aVInt] -> [(a\Int)VBool])
since map even returns a function that when applied to a list of
integers it returns a list of Booleans, when applied to a list that
does not contain any integer then it returns a list of the same type
(actually, the same list), and when it is applied to a list that may
contain some integers (eg, a list of reals), then it returns a list of the
same type, without the integers but with some Booleans instead (in
the case of reals, a list with Booleans and reals that are not integers).

Technically speaking, the definition of such a calculus and its
type system is difficult for two distinct reasons. First, for the reasons
we explain in the next section, it demands to define an explicitly
typed A-calculus with intersection types, a task that, despite many
attempts in the last 20 years, still lacked a satisfactory definition.

! This type is redundant since the first type of the intersection is an instance
(eg, for a=1Int) of the third. We included it for the sake of the presentation.
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Second, even if working with an explicitly typed setting may seem
simpler, the system needs to solve “local type inference’™, namely,
the problem of checking whether the types of a function and of
its argument can be made compatible and, if so, of inferring the
type of their result as we did for (1). The difficulty, once more,
mainly resides in the presence of the intersection types: a term can
be given different types either by subsumption (the term is coerced
into a super-type of its type) or by instantiation (the term is used as
a particular instance of its polymorphic type) and it is typed by
the intersection of all these types. Therefore, in this setting, the
problem is not just to find a substitution that unifies the domain
type of the function with the type of its argument but, rather, a set
of substitutions that produce instances whose intersections are in
the right subtyping relation: our map even example should already
have given a rough idea of how difficult this is.

The presentation of our work is split in two parts, accordingly:
in the first part (this paper) we show how to solve the problem of
defining an explicitly-typed A-calculus with intersection types and
how to efficiently evaluate it; in the second part (the companion
paper [? ]) we will show how to solve the problem of “local type
inference” for a calculus with intersection types. In the next section
we outline the various problems we met (focusing on those that
concern the part of the work presented in this paper) and how they
were solved.

2. Problems and overview of the solution

The driver of this work is the definition of an XML processing
functional language with high-order polymorphic functions, that is,
in particular, a polymorphic version of the language CDuce [2].

CDuce in a nutshell. The essence of CDuce is a A-calculus with
pairs, explicitly-typed recursive functions, and a type-case expres-
sion. Types can be recursively defined and include the arrow and
product type constructors and the intersection, union, and negation
type connectives. In summary, they are the regular trees coinduc-
tively generated by the following productions:

tu=blt—ot|txt|tAt|tvE|—t|0]|1 2)

where b ranges over basic types (eg, Int, Bool) and O and 1
respectively denote the empty (that types no value) and top (that
types all values) types. We use possibly indexed meta-variables
s and ¢ to range over types. Coinduction accounts for recursive
types. We use the standard convention that infix connectives have a
priority higher than constructors and lower than prefix connectives.

From a strictly practical viewpoint recursive types, products,
and type connectives are used to encode regular tree types, which
subsume existing XML schema/types while, for what concerns ex-
pressions, the type-case is an abstraction of CDuce pattern match-
ing (this uses regular expression patterns on types to define pow-
erful and highly optimized capture primitives for XML data). We
initially focus on the functional core and disregard products and
recursive functions since the results presented here can be easily
extended to them (we show it in the appendixes), though we will
freely use them for our examples. So we initially consider the fol-
lowing “CoreCDuce” terms:

en=clz|ee| NVEi T ig e ect?e: e 3)
where ¢ ranges over constants (eg, true, false, 1, 2, ...) which

are values of basic types (we use b. to denote the basic type of
the constant c); x ranges over expression variables; e€t 7 e; : e

2There are different definitions for local type inference. Here we use it
with the meaning of finding the type of an expression in which not all
type annotations are specified. This is the acceptation used in Scala where
type parameters for polymorphic methods can be omitted. In our specific
problem, we will omit —and, thus, infer— the annotations that specify how
function and argument types can be made compatible.

denotes the type-case expression that evaluates either e; or es
according to whether the value returned by e (if any) is of type ¢
or not; \Vi€I5i iy o is a value of type Ajersi — t; that denotes
the function of parameter « and body e.

In this work we show how to define the polymorphic extension
of this calculus, which can then be easily extended to a full-fledged
polymorphic functional language for processing XML documents.
But before let us explain the two specificities of the terms in
(3), namely, why a type-case expression is included and why we
explicitly annotate whole A-abstractions (with an intersection of
arrow types) rather than just their parameters.

The reasons for a type-case are detailed in [9]: in short, inter-
section types are used to type overloaded functions, and without a
type-case only “coherent overloading” a la Forsythe [15] can be de-
fined (which, for instance, precludes the definition of a non diverg-
ing function of type (Int—Bool)A(Bool—Int)). Furthermore, in
our system the relation $1Vs2 — tiAts < (s1—=t1) A (s2—t2)
is, in general, strict, and the functions that are in the difference of
these two types are those that distinguish non coherent overloading
from coherent one. To inhabit this difference we need “real” over-
loaded functions, that execute different code according to the type
of their input, whence the need of type-case expressions.

The need of explicitly typed functions is a direct consequence of
the introduction of the type case, because without explicit typing we
can run into paradoxes such as pf.Az. f€(1—1Int) ? true : 42, a
recursively defined (constant) function that has type 1—Int if and
only if it does not have type 1—Int. In order to decide whether the
function above is well-typed or not, we must explicitly give a type to
it. For instance, the function is well-typed if it is explicitly assigned
the type 1 — IntVBool. This shows both that functions must be
explicitly typed and that specifying not only the type of parameters
but also the type of the result is strictly more expressive, as more
terms can be typed.

In summary, we need to define an explicitly typed language with
intersection types. This is a notoriously hard problem for which no
full-fledged solution existed, yet: intersection types systems with
explicitly typed terms can be counted on the fingers of one hand,
and none of them is completely satisfactory (see Section 6 on
related work). To give an idea of why this is difficult, imagine
we adopt for functions a Church-style notation as Az’.e and con-
sider the following “switch” function Ax’.(x€Int ?true : 42)
that when applied to an Int returns true and returns 42 oth-
erwise. Intuitively we want to assign to this function the type
(Int—Bool) A (—Int—1Int), the type of a function that when
applied to an Int, returns a Bool, and when applied to a value
which is not an Int it returns an Int. For the sake of presentation
let us say that we are happy to deduce for the function above the
less precise type (Int—Bool) A (Bool—Int) (which is a super-
type of the former since if a function maps anything that is not an
Int into an Int—it has type -Int—Int—, then in particular it
maps Booleans to Integers —ie, it has also type Bool—Int). The
problem is which type we should use for ¢ in the “switch” function
above. If we use, say, IntVBool, then under the hypothesis that
z : IntVBool the type deduced for the body of the function is
IntVBool. So the best type we can give to the switch function is
IntVBool — IntVBool which is far less precise than the sought
intersection type, insofar as it does not make any distinction be-
tween arguments of type Int and those of type Bool.

The solution, which was introduced by CDuce, is to explicitly
type —by an intersection type— whole A-abstractions instead of
just their parameters: \(I¢ 8o A(Bool=Int) oy (e Tnt 2 true:42)
In doing so we also explicitly define the result type of functions
which, as we have just seen, increases the expressiveness of the
calculus. Thus the general form of A-abstractions is, as stated by
the grammar in (3), A"i€1%i 7% p e Such a term is well typed if
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for all ¢ € I from the hypothesis that = has type s; it is possible
to deduce that e has type ¢;. Unfortunately, with polymorphic types
this simple solution introduced by CDuce no longer suffices.

Polymorphic extension. The novelty of this work is to allow type
variables (ranged over by lower-case Greek letters: «, 3, ...) to oc-
cur in the types in (2) and, thus, in the types labeling A-abstractions
in (3). It becomes thus possible to define the polymorphic identity
function as A\~ “z.z, while classic “auto-application” term can be
written as A28 =84 20 The intended meaning of using a
type variable, such as «, is that a (well-typed) A-abstraction not
only has the type specified in its label (and by subsumption all its
super-types) but also all the types obtained by instantiating the type
variables occurring in the label. So A* 7 “z.z has not only type
a—a but also, for example, by subsumption the types 0—1 (the
type of all functions, which is a super-type of a—a)) and —Int
(since a well-typed A-abstraction is not an integer then —Int con-
tains all function types), and by instantiation the types Int—Int,
Bool—Bool, etc.

The use of instantiation in combination with intersection types
has nasty consequences, for if a term has two distinct types,
then it has also their intersection type (eg, A*~“xz.z has type
(Int—Int) A (Bool—Bool) A —Int). In the monomorphic case
a term can have distinct types only by subsumption and, thus, inter-
section types are transparently assigned to terms via subsumption.
But in the polymorphic case this is no longer possible: a term can
be typed by the intersection of two distinct instances of its polymor-
phic type which, in general, are not in any subtyping relation with
the latter: for instance, a—>« is neither a subtype of Int—Int nor
vice-versa, since the subtyping relation must hold for all possible
instantiations of « and there are infinitely many instances of a—«
that are neither subtype nor super-type of Int—Int.

Explicit instantiation. Concretely, if we want to apply the poly-
morphic identity A* 7 “z.z to, say, 42, then the particular instance
obtained by the type substitution {Int/,} (denoting the replace-
ment of every occurrence of o by Int) must be used, that is
(ATt It )42, We have thus to relabel the type decorations of
A-abstractions before applying them. In implicitly typed languages,
such as ML, the relabeling is meaningless (no type decoration is
used in terms) while in their explicitly-typed counterparts relabel-
ing can be seen as a logically meaningful but computationally use-
less operation, insofar as execution takes place on type erasures (ie,
the terms obtained by erasing all type decorations). In the presence
of type-case expressions, however, relabeling is necessary since the
label of a \-abstraction determines its type: testing whether an ex-
pression has type, say, Int—Int should succeed for the application
of A* 772 \*7%y.z to 42 and fail for its application to true.
This means that, in Reynolds’ terminology, our terms have an in-
trinsic meaning [16], that is to say, the semantics of a term depends
on its typing. If we need to relabel some function, then it may be
necessary to relabel also its body as witnessed by the following
“daffy” —though well-typed— definition of the identity function:

A7 (AT y.x)T) “4)
If we want to apply this function to, say, 3, then we have first to
relabel it by applying the substitution {Int/,}. However, applying
the relabeling only to the outer “\” does not suffice since the
application of (4) to 3 reduces to (A“~*y.3)3 which is not well-
typed (it is not possible to deduce the type a—sa for A*7%y.3,

3By convention a type variable is introduced by the outermost X in which
it occurs and this A implicitly binds all inner occurrences of the variable.
For instance, all the a’s in the term (4) are the same while in a term
such as (A*7%z.x)(A* 7 *x.z) the variables in the function are distinct
from those in its argument and, thus, can be a-converted separately, as
A=Y z.z) (A0 z.x).

which is the constant function that always returns 3) although it is
the reductum of a well-typed application.

The solution is to apply the relabeling also to the body of the
function. Here what “to relabel the body” means is straightforward:
apply the same type-substitution {Int/,} to the body. This yields a
reductum (A™* 71"y 3)3 which is well typed. In general, however,
the way to perform a relabeling of the body of a function is not so
straightforward and clearly defined, since two different problems
may arise: (1) it may be necessary to apply more than a single
type-substitution and (2) the relabeling of the body may depend
on the dynamic type of the actual argument of the function (both
problems are better known as —or are instances of— the problem
of determining expansions for intersection type systems [6]). Next,
we discuss each problem in detail.

Multiple substitutions. First of all notice that we may need to re-
label/instantiate functions not only when they are applied but also
when they are used as arguments. For instance consider a func-
tion that expects arguments of type Int—Int. It is clear that we
can apply it to the identity function A*~“z.x, since the iden-
tity function has type Int—Int (feed it by an integer and it will
return an integer). Before, though, we have to relabel the latter
by the substitution {Int/,} yielding A™* 7™ z.2. As the identity
A*7%z.x has type Int—Int, so it has type Bool—Bool and,
therefore, the intersection of the two: (Int—Int)A(Bool—Bool).
So we can apply a function that expects an argument of this inter-
section type to our identity function. The problem is now how to
relabel A~ *z.x. Intuitively, we have to apply two distinct type-
substitutions {Int/,} and {Bool/,} to the label of the A-abstraction
and replace it by the intersection of the two instances. This cor-
responds to relabel the polymorphic identity from A7 ®z.z into
A\(Tnt—Int)A(Bool—Bool) o, o This is the solution adopted by this
work, where we manipulate sets of type-substitutions —delimited
by square brackets. The application of such a set (eg, in the previous
example [{Int/,}, {Bool/,}]) to a type ¢, returns the intersection of
all types obtained by applying each substitution in the set to ¢ (eg,
in the example t{Int/,} A t{Bool/,}). Thus the first problem has
an easy solution.

Relabeling of function bodies. The second problem is much
harder and concerns the relabeling of the body of a function.
While the naive solution consisting of propagating the application
of type-substitutions to the bodies of functions works for single
type-substitutions, in general it fails for sets of type-substitutions.
This can be seen by considering the relabeling via the set of type-
substitutions [{Int/,}, {Bool/,}] of the daffy function in (4). If we
apply the naive solution this yields

()\(Intﬁln‘c)/\(BoolaBool)x (/\(Intﬁlnt)/\(BoolﬁBool)y (L')CL') (5)

which is not well typed. That this term is not well typed is clear
if we try applying it to, say, 3: the application of a function of
type (Int—Int) A (Bool—Bool) to an Int should have type Int,
but here it reduces to (ATt Int)A(Beel—Bool)y, 3)3 and there is no
way to deduce the intersection type (Int—Int) A (Bool—Bool)
for the constant function Ay.3. But we can also directly verify
that it is not well typed, by trying typing the function in (5).
This corresponds to prove that under the hypothesis « : Int the
term (ARt Int)A(Bool=Bool)y 4yor has type Int, and that under
the hypothesis = : Bool this same term has type Bool. Both
checks fail because, in both cases, (TRt 88 A(Bool=Bool), o iq iy
typed (it neither has type Int—Int when x:Bool, nor has it type
Bool—Bool when z:Int). This example shows that in order to
ensure that relabeling yields well-typed terms, the relabeling of the
body must change according to the type of the value the parameter
z is bound to. More precisely, (A*7“y.z) should be relabeled as
APEInty, o when  is of type Int, and as A %Ly 2 when z is
of type Bool. An example of this same problem less artificial than
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our daffy function is given by the classic apply function Af.Ax. fz
which, with our polymorphic type annotations, is written as:

Aoz memf p \a=fy fr 6)

The apply function in (6) has type (Int—Int)—Int—Int,
obtained by instantiating its type annotation by the substitution
{Int/n, Int/g}, as well as type (Bool—Bool)—Bool—Bool, ob-
tained by the substitution {Bool/, Bool/g}. If we want to feed this
function to another function that expects arguments whose type is
the intersections of these two types, then we have to relabel it by us-
ing the set of type-substitutions [{Int/,, Int/g}, {Bool/, Bool/gl].
But, once more, it is easy to verify that the naive solution that con-
sists in propagating the application of the set of type-substitutions
down to the body of the function yields an ill-typed expression.

This second problem is the showstopper for the definition of
an explicitly typed A-calculus with intersection types. Most of the
solutions found in the literature [3, 12, 17, 20] rely on the dupli-
cation of lambda terms and/or typing derivations, while other cal-
culi such as [21] that aim at avoiding such duplication obtain it by
adding new expressions and new syntax for types (see related work
in Section 6); but none of them is able to produce an explicitly-
typed A-calculus with intersection types, as we do, by just adding
annotations to A-abstractions.

Our solution. Here we introduce a new technique that consists in
performing a “lazy” relabeling of the bodies. This is obtained by
decorating A-abstractions by (sets of) type-substitutions. For exam-
ple, in order to pass our daffy identity function (4) to a function
that expects arguments of type (Int—Int) A (Bool—Bool) we
first “lazily” relabel it as follows:

TYy.x)T). (7

The annotation in the outer “\” indicates that the function must be
relabeled and, therefore, that we are using the particular instance
whose type is the one in the interface to which we apply the set
of type-substitutions. The relabeling will be actually propagated to
the body of the function at the moment of the reduction, only if
and when the function is applied (relabeling is thus lazy). However,
the new annotation is statically used by the type system to check
soundness. Notice that, unlike existing solutions, we preserve the
structure of A-terms (at the expenses of some extra annotation
that is propagated during the reduction) which is of the uttermost
importance in a language-oriented study.

In this paper we focus on the study of the calculus with these
“lazy” type-substitutions annotations. We temporarily avoid the
problem of local type inference by defining a calculus with explicit
sets of type substitutions: expressions will be explicitly annotated
with appropriate sets of type-substitutions.

Polymorphic CDuce. From a practical point of view, however,
it is important to stress that these annotations will be transparent to
the programmer and, as we show in the second part presented in the
companion paper [? ], all the necessary type-substitutions will be
inferred statically. In practice, the programmer will program in the
language defined by grammar (3), but where the types that annotate
A’s may contain type variables. That is, the polymorphic version of
CDuce. The problem of inferring explicit sets of type-substitutions
to annotate the polymorphic version of the expressions in (3) is the
topic of the second part of this work presented in the companion
paper [ANONYMIZED]. For the time being, simply notice that the
language defined by (3) and with type variables passes our first test
inasmuch as the even function can be defined as follows (where
s\t is syntactic sugar for sA—t):

a—a @
(Aot ooy, 1 @ (A

)\(Int—)Bcol)/\(cz\Int—»o(\Int):z Lxelnt? (1’ mod 2) —0:z (8)

while —with the products and recursive functions described in the
appendix— map is defined as (see also discussion in Appendix E)
(a—=B)—=[al—1[B] —

ANA=81y penil?nil: (f(ml),mf(mal))

where the type nil tested in the type case denotes the singleton
type that contains just the constant nil, and [«] denotes the regu-
lar type that is the (least) solution of X = (o, X) V nil.

When fed by any expression of this language, the type-inference
system defined in the companion paper [? ] will infer sets of type-
substitutions and insert them into the expression to make it well
typed (if possible, of course). For example, for the application (of
the terms defining) map to even, we will show that the inference
system of the companion paper [? ] infers the following set of type-
substitutions [{(a\Int) -~ (a\Int)/B}, {aVInt/, (a\Int)\/Bool/ﬂ}]
and textually inserts it between the two terms (so that the type sub-
stitutions apply to the type variables of map) yielding the typing
in (1). Finally, as we explain in Section 5.3 later on, the compiler
will compile the expression into an expression of an intermediate
language that can be evaluated as efficiently as the monomorphic
calculus.

Outline. The rest of the presentation proceeds as follows. In
Section 3 we define and study our calculus with explicit type-
substitutions: we define its syntax, its operational semantics, and
its type system; we prove that the type system is sound and sub-
sumes classic intersection type systems. In Section 4 we define
an algorithm for type-inference and prove that it is sound, com-
plete, and terminating. In Section 5 we show that the addition of
type substitution has in practice no impact on the efficiency of the
evaluation since the calculus can be compiled into an intermedi-
ate language that executes as efficiently as monomorphic CDuce.
Section 6 presents related work and in Section 7 we conclude our
presentation. In the rest of the presentation we will focus on the in-
tuition and try to avoid as many technical details as possible. We
dot the i’s and cross the t’s in the appendix (attached as supplemen-
tary material to the submission) where all formal definitions and
complete proofs of properties can be found (n.b.: references in the
text starting by capital letters —eg, Definition A.7— refer to the
appendix). All these as well as other details can also be found in
the third author’s PhD thesis manuscript [ANONYMIZED].

um

Contributions. The overall contribution of our work is the def-
inition of a statically-typed core language with (i) polymorphic
higher-order functions for a type system with recursive types and
union, intersection, and negation type connectives, (4¢) an efficient
evaluation model, (i7¢) local type inference for application, and
(7v) a limited form of type reconstruction.

The main contribution of this first part of the work is the defini-
tion of an explicitly-typed A-calculus (actually, a family of calculi)
with intersection (and union and negation) types and of its efficient
evaluation via the compilation into an intermediate language. From
a syntactic viewpoint our solution is a minimal extension since it
just requires to add annotations to A-abstractions of the untyped
A-calculus (¢f. Section 3.5). Although this problem has been stud-
ied for over 20 years no existing solution proposes such a minimal
extension, which is of paramount importance in a programming
language-oriented study (see related works in Section 6).

The technical contributions are the definition of an explicitly
typed calculus with intersection types; the proof that it subsumes
existing intersection type systems; the soundness of its type sys-
tem, the definition of a sound, complete and terminating algorithm
for type inference (which as byproduct yields an intersection types
proof system satisfying the Curry-Howard isomorphism); the defi-
nition of a compilation technique into intermediate language that
can be evaluated as efficiently as the monomorphic one; its ex-
tension to the so called let-polymorphism, and the proof of the
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adequacy of the compilation. Local type inference for application
and type reconstruction are studied in the second part of this work
presented in the companion paper [? ].

3. A calculus with explicit type-substitutions

The types of the calculus are those in the grammar (2) to which
we add type variables (ranged over by «) and, for the sake of
presentation, stripped of product types. In summary, types are the
regular trees coinductively generated by
tu=alblt—ot|tAt|tVvE|-t|0|1 ©)
and such that every infinite branch contains infinitely many occur-
rences of type constructors. The condition on infinite branches bars
out ill-formed types such as ¢t = ¢ V ¢ (which does not carry any
information about the set denoted by the type) or ¢ = —t (which
cannot represent any set). It also ensures that the binary relation
> C 7% defined by t1 Vta > ts, t1 Aty > t;, =t > t is Noetherian
(that is, strongly normalizing). This gives an induction principle on
T that we will use without any further explicit reference to the re-
lation. We use .7 to denote the set of all types and var(t) to denote
the set of type variables occurring in a type t (see Definition A.2).
A type t is said to be ground or closed if and only if var(t) is empty.
The subtyping relation for these types is the one defined by
Castagna and Xu [4]. For this work it suffices to consider that
ground types are interpreted as sets of values (n.b., just values, not
expressions) that have that type and subtyping is set containment
(ie, a ground type s is a subtype of a ground type t if and only if
it ¢ contains all the values of type s). In particular s—¢ contains
all A-abstractions that when applied to a value of type s if they
return a result, then this result is of type ¢ (so O—1 is the set of
all functions and 1—0 is the set of functions that diverge on all
their arguments). Type connectives (union, intersection, negation)
are interpreted as the corresponding set-theoretic operators and
subtyping is set containment. For what concerns non-ground types
(ie, types with variables occurring in them) all the reader needs
to know for this work is that the subtyping relation of Castagna
and Xu is preserved by type substitutions. Namely, if s < ¢, then
so < to for every type-substitution o (the converse does not hold
in general, while it holds for semantic type-substitutions in convex
models: see [4]). Two types are equivalent if they denote the same
set of values, that is, if they are subtype one of each other (type
equivalence is denoted by ~). An important property of this system
we will often use is that every type is equivalent to (and can be
effectively transformed into) a type in disjunctive normal form, that
is, a union of uniform intersections of literals. A literal is either an
arrow, or a basic type, or a type variable, or their negations. An
intersection is uniform if all the literals have the same constructor,
that is, either it is an intersection of arrows, type variables, and their
negations or it is an intersection of basic types, type variables, and
their negations. In summary, a disjunctive normal form is a union
of summands whose form is either

NooA N\ —bar N\ agn A\ —ar (10)

or pEP neN qeP’ reN’
/\ (sp—tp) A /\ “(sn—tn) A /\ ag A /\ —a,  (11)
pEP neN qeP’ reN’

When either P’ or N’ is not empty, we call the variables a,’s and
a,’s the top-level variables of the normal form.

3.1 Expressions

Expressions are derived from those of CoreCDuce (with type
variables in types) with the addition that sets of explicit type-
substitutions (ranged over by [0;];es) may be applied to terms
and decorate \-abstractions

Niersi—t;

oyley Telect?ezelelojljes (12)

ex=clxz|ee| A

and with the restriction that the type tested in type-case expressions

. . . N i —t;
is closed. Henceforth, given a \-abstraction )\[;ﬁ’:’] ‘x.e we
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call the type A, si—t; the interface of the function and the set
of type-substitutions [o;];cs the decoration of the function. We
write \"i€1%i~5ig ¢ for short when the decoration is a singleton
containing the empty substitution. Let e be an expression. We use
fv(e) and bv(e) respectively to denote the sets of free expression
variables, bound expressions variables of the expression e; we
use tv(e) to denote the set of rype variables occurring in e (see
Definition A.9).

As customary, we assume bound expression variables to be pair-
wise distinct and distinct from any free expression variable occur-
ring in the expressions under consideration. We equate expressions
up to the a-renaming of their bound expression variables. In partic-
ular, when substituting an expression e for a variable y in an expres-
sion €’ (see Definition A.10), we assume that the bound variables
of ¢’ are distinct from the bound and free variables of e, to avoid
unwanted captures. For example, (A~ “z.x)y is a-equivalent to
(A*7%2.2)y.

The situation is a bit more complex for type variables, as we do
not have an explicit binder for them. Intuitively, a type variable can
be a-converted if it is a polymorphic one, that is, if it can be instan-
tiated. For example, (A\*~z.x)y is a-equivalent to (AP z.x)y,

and (Aﬁﬁ‘t"/a}]m.x)y is a-equivalent to ()\ﬁﬁf/ﬁ}]x.x)y. Poly-

morphic variables can be bound by interfaces, but also by dec-
orations: for example, in /\[B{ﬁ/g}]x.(kaﬂo‘y.y)a:, the a occur-

ring in the interface of the inner abstraction is “bound” by the
decoration [{®/g}], and the whole expression is a-equivalent to

(Aﬁ;}g}]x.()\”’ﬁwy.y)m). If a type variable is bound by an outer

abstraction, it cannot be instantiated; such a variable is called
monomorphic. For example, the following expression
)\(aaa)a(aaa)y.((Aaﬁax.m) [{Int/a}]y)

is not sound (ie, it cannot be typed), because « is bound at the
level of the outer abstraction, not at level of the inner one. Con-
sequently, in this expression, « is monomorphic for the inner ab-
straction, but polymorphic for the outer one (strictly speaking, thus,
the monomorphic and polymorphic adjectives apply to occurrences
of variables rather than variables themselves). Monomorphic type
variables cannot be a-converted: \(@ )@=l (yazay 4y,
is not a-equivalent to A(¥ )@=y (A8 2y (but it is a-
equivalent to A(P=B)2F=8)y (\B=B 4 4)y). Note that the scope
of polymorphic variables may include some type-substitutions
[oi]icr: for example, (A*7“z.x)y)[Int/,] is a-equivalent to
((N°*7Pz.2)y)[Int/g]. Finally, we have to be careful when per-
forming expression substitutions and type substitutions to avoid
clashes of polymorphic variables namespaces. For example, sub-
stituting A* 7% 2.z for yy in A* 7 “z.z y would lead to an unwanted
capture of o (assuming « is polymorphic, that is, not bound by a
A-abstraction placed above these two expressions), so we have to
«a-convert one of them, so that the result of the substitution is, for
instance, \* % z.x (V7P 2.2).

To resume, we assume polymorphic variables to be pairwise
distinct and distinct from any monomorphic variable in the expres-
sions under consideration. We equate expressions up to ci-renaming
of their polymorphic variables. In particular, when substituting an
expression v for a variable z in an expression e, we suppose the
polymorphic type variables of e to be distinct from the monomor-
phic and polymorphic type variables of v thus avoiding unwanted
capture. Detailed definitions are given in Appendix A.2.

In order to define both static and dynamic semantics for the
expressions above, we need to define the relabeling operation “@Q”
which takes an expression e and a set of type-substitutions [0;]c .7
and pushes [0;];cs to all outermost A-abstractions occurring in
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e (and collects and composes with the sets of type-substitutions
it meets). Precisely, e@[o;];c is defined for A-abstractions and
(inductively) for applications of type-substitutions as:

Nierti—s; 1. def Nierti—s;

( lorlkex .e)Qojljer = lojljerolorluex T €
def
(eloilier)@lojlies = €Q([oj]jer o [oi]ier)

(where o denotes the pairwise composition of all substitutions
of the two sets: see Definition A.7), it erases the set of type-
substitutions when e is a variable and it is homomorphically applied
on the remaining expressions (see Definition A.12).

3.2 Operational semantics

The dynamic semantics is given by the following three notions of
reduction (where v ranges over values, that is, constants and \-
abstractions), applied by a leftmost-outermost strategy:

elojliesr ~  eQlojlies (13)
ARSI ey~ (eQloglier) (V) (14)
. er if Fo:t

vEt7er ez~ { ez otherwise (15)

where in (14) we have P = {jc.J | Jicl,t v : t;0;}.

The first rule (13) performs relabeling, that is, it propagates
the sets of type substitutions down into the decorations of the
outermost A-abstractions. The second rule (14) states the semantics
of applications: this is standard call-by-value -reduction, with the
difference that the substitution of the argument for the parameter
is performed on the relabeled body of the function. Notice that
relabeling depends on the type of the argument and keeps only
those substitutions that make the type of the argument v match
(at least one of) the input types defined in the interface of the
function (ie, the set P which contains all substitutions o; such that
the argument v has type ¢;0; for some ¢ in I: the type system
will ensure that P is never empty). For instance, take the daffy
identity function, instantiate it as in (7) by both Int and Bool, and
apply it to 42 —ie, (A{{me) y (soor,_y (A" “y.x)x)42—, then it

reduces to ( ﬁﬁf/xa”y.42)42, (which is observationally equivalent

to (A 71"%.42)42) since the reduction discards the {Bool/,}
substitution. Finally, the third rule (15) checks whether the value
returned by the expression in the type-case matches the specified
type and selects the branch accordingly.

The reader may think that defining a functional language in
which each -reduction must perform an involved relabeling op-
eration, theoretically interesting though it may be, will result in
practice too costly and therefore unrealistic. This is not so. In Sec-
tion 5 we show that this reduction can be implemented as effi-
ciently as in CDuce. By a smart definition of closures it is pos-
sible to compute relabeling in a lazy way and materialize it only
in a very specific case for the reduction of the type-case (e, to
perform a type-case reduction (15) where the value v is a func-
tion whose interface contains monomorphic type variables and it
is the result of a the partial application of a polymorphic function)
while all other reductions for applications can be implemented as
plain classic S-reduction. For instance, to evaluate the expressions
(Af{mae), y, qpoo1y, 2+ (A* 7 “y.2)x) 42 above, we can completely dis-
regard all type annotations and decorations and perform a couple
of standard [ reductions that yield the result 42.

3.3 Type system

As expected in a calculus with a type-case expression, the dynamic
semantics depends on the static semantics —precisely, on the typ-
ing of values. The static semantics of our calculus is defined in
Figure 1. The judgments are of the form A ;" - e : ¢, where e is
an expression, ¢ a type, I' a type environment (ie, a finite mapping

from expression variables to types), and A a finite set of type vari-
ables. The latter is the set of all monomorphic type variables, that
is, the variables that occur in the type of some outer \-abstraction
and, as such, cannot be instantiated; it must contain all the type
variables occurring in I'.

The rules for application and subsumption are standard. In the
latter, the subtyping relation is the one defined in [4]. We just
omitted the rule for constants (which states that ¢ has type b.).

The rule for abstractions applies each substitution specified in
the decoration to each arrow type in the interface, adds all the
variables occurring in these types to the set of monomorphic type
variables A, and checks whether the function has all the resulting
types. Namely, it checks that for every possible input type, the
(relabeled) body has the corresponding output type. To that end,
it applies each substitution o in the decoration to each input type
t; of the interface and checks that, under the hypothesis that = has
type t;0;, the function body relabeled with the substitution o; at
issue has type s;o; (notice that all these checks are performed
under the same updated set of monomorphic type variables, that
is, A U var(Aier,jestioj—sio;)). If the test succeeds, then the
rule infers for the function the type obtained by applying the set
of substitutions of the decoration to the type of the interface. For
example, in the case of the instance of daffy identity function
given in (7), the A is always empty and the rule checks whether
under the hypothesis x : a{Int/,} (ie, x : Int), it is possible
to deduce that (A\*7%y.z)z@[{Int/,}] has type af{Int/,} (ie,
that (A\™* 7™y z)x : Int), and similarly for the substitution
{Bool/,}. The type deduced for the function is then (Int —
Int) A (Bool — Bool). The relabeling of the body in the premises
of the rule (abstr) is a key mechanism of the type system: had we
used e[o;] instead of e@[o;] in the premises of the (abstr) rule,
the expression (7) could not be typed. The reason is that e[o;] is
more demanding on typing than e@[o;], since the well typing of e
is necessary to the well-typing of the former but not to that of the
latter. Indeed while under the hypothesis  : Int we just showed
that (A7 %y.z)z)Q[{Int/y}] —ie, (A7 y.2)z)— is well-
typed, the term (A7 %y.x)z)[{Int/y}] is not, for (A*7*y.x)
does not have type a—c. The rule for abstractions also justifies
the need for an explicit set A for monomorphic variables while,
for instance, in ML it suffices to consider monomorphic the type
variables that occur in the image of I" [14]: when checking an arrow
of the interface of a function the variables occurring in the other
arrows must be considered monomorphic, too.

To type the applications of a set of type-substitutions to an ex-
pression, two different rules are used according to whether the set
contains one or more than one substitution. When a single substi-
tution is specified, the rule (inst) instantiates the type according to
the specified substitution, provided that o does not substitute vari-
ables in A (ie, dom(c) N A = &, noted offA). If more than one
substitution is specified, then the rule (inter) composes them by an
intersection.

Finally, the (case) rule first infers the type ¢’ of the expression
whose type is tested. Then the type of each branch e; is checked
only if there is a chance that the branch can be selected. Here the
use of “£” is subtle but crucial since it checks the type of a branch
only if there exists an instantiation of the type of e that makes the
branch selectable. For instance, in A® 7 "z. z€Int ?e; : ex we
must check the type of e; since if the type « of x is instantiated with
Int, then e; is selected (and it is indeed checked since, & £ —Int).

Notice that explicit type-substitutions are only needed to type
applications of polymorphic functions. Since no such application
occurs in the bodies of map and even as defined in Section2 (the
m and f inside the body of map are abstracted variables and,
thus, have monomorphic types), then they can be typed by this
system as they are (as long they are not applied one to the other
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(subsum) (appl) (abstr)
A;Tke:ty t1<ts A T'kFe:t1—ta A;T'Fes:ts AUVHF(/\ZE[JGJMO'J'*)SZ‘U]‘) T, (l‘ : tiO'j) = 6@[Gj} 1805 G¢]
AT Fe:ty AT Fejes:to AT \ierti=sig o /\ Lios —> 80 jedJ
! lojljers A ) v
(case) i€l jed
(var) ATEe:t <t = A;Tke:s (inst) (inter)
' ’ 't = A;Ther:s ATkFe:t ofA Vje J AT Feloj] i t; > 1
A;THz:T(x) AT F (ect?er:e2): s A;TFefo]:to A;Fl—e[aj]jejz/\tj

jeJ

Figure 1. Static semantics

there is no need to infer any set of type substitutions). So we can
already see that our language passes the second test, namely, that
map and even have the types declared in their signatures. Let us
detail the most interesting case, that is, even (though the typing
of the type-case in (8), the term defining map, is interesting, as
well) as it is defined in equation (8). According to the rule (abstr)
we have to check that under the hypothesis x:Int the expression
z€Int ? (x mod 2) = 0:x has type Bool, and that under the
hypothesis z : a/\Int the same expression has type o\ Int. So we
have two distinct applications of the (case) rule. In one x is of type
Int, thus the check Int £ Int fails, and therefore only the first
branch, (z mod 2) = 0, is type checked (the second is skipped).
Since under the hypothesis x : Int the expression (z mod 2) = 0
has type Bool, then so has the whole type-case expression. In
the other application of (case), = is of type a\Int so the test
a\Int € —Int clearly fails, and only the second branch is checked
(the first is skipped). Since this second branch is x, then the whole
type-case expression has type a\Int, as expected. This example
shows two important aspects of our typing rules. First, it shows the
importance of A to record monomorphic variables, since it may
contain some variables that do not occur in I'. For instance when
typing the first branch of even the type environment contains only
z : Int but A is {«} and this forbids to consider « as polymorphic
(if we allowed to instantiate any variable that does not occur in T,
then the term obtained from the even function (8) by replacing the
first branch by (A“7“y.y)[{Bool/,}]true would be well-typed,
which is wrong since « is monomorphic in the body of even).
Second, this example shows why if in some application of the (case)
rule a branch is not checked, then the type checking of the whole
type-case expression must not necessarily fail: the well-typing of
this branch may be checked under different hypothesis (typically
when occurring in the body of an overloaded function).” The reader
can refer to Section 3.3 of [9] for a more detailed discussion on this
point.

Finally, notice that the rule (subsum) makes the type system de-
pendent on the subtyping relation < defined in [4]. It is impor-
tant not to confuse the subtyping relation < of our system, which
denotes semantic subtyping (ie, set-theoretic inclusion of denota-
tions), with the one typically used in the type reconstruction sys-
tems for ML, which stands for type variable instantiation. For ex-
ample, in ML we have @« — o < Int — Int (because Int — Int
is an instance of & — «). But this is not true in our system, as the
relation must hold for every possible instantiation of o, thus in par-
ticular for « equal to Bool. In the companion paper we define the
preorder C A which includes the type variable instantiation of the
preorder typically used for ML, so any direct comparison with con-

4From a programming language point of view it is important to check
that during type checking every branch of a given type-case expression
is checked —ie, it can be selected— at least once. This corresponds to
checking the absence of redundant cases in pattern matching. We omitted
this check since it is not necessary for formal development.

straint systems for ML types should focus on C  rather than < and
it can be found in the companion paper.

3.4 Type soundness

Subject reduction and progress properties hold for this system

Theorem 3.1 (Subject Reduction). For every term e and type t, if
IF'kFe:tande~ ¢, thenT e :t.

Theorem 3.2 (Progress). Let e be a well-typed closed term. If e is
not a value, then there exists a term €' such that e ~ €.

The proofs of both theorems, though unsurprising, are rather
long and technical and can be found in Appendix B.2. They allow
us to conclude that the type system is sound.

Corollary 3.3 (Type soundness). Let e be a well-typed closed
expression, that is, - e : t for some t. Then either e diverges or
it returns a value of type t.

3.5 Expressing intersection type systems

We can now state the first stand-alone theoretical contribution of
our work. Consider the sub-calculus of our calculus in which type-
substitutions occur only in decorations and without constants and
type-case expressions, that is,

Nigrsi—ti
o,,es L€ (16)
and whose types are inductively produced by the grammar

to=a|t—ot ]| tAL

This calculus is closed with respect to S-reduction as defined by
the reduction rule (14) (without type-cases union and negation
types are not needed). It constitutes an explicitly-typed A-calculus
with intersection types whose expressive power subsumes that of
classic intersection type systems (without an universal element w,
of course), as expressed by the following theorem.

ex=2x | ee | A

Theorem 3.4. Let Fpcp denote provability in the Barendregt,
Coppo, and Dezani system [1], and [e] be the pure A-calculus
term obtained from e by erasing all types occurring in it.

IfFpep me: t, then e such that - e : t and [e] = m.

Therefore, this sub-calculus solves a longstanding open problem,
that is the definition of explicit type annotations for A-terms in in-
tersection type systems, without any further syntactic modification.
See Section 6 on related work for an extensive comparison.

The proof of Theorem 3.4 is constructive (cf., Appendix B.3).
Therefore we can transpose decidability results of intersection type
systems to our system. In particular, type reconstruction for the sub-
calculus (16) is undecidable and this implies the undecidability of
type reconstruction for the whole calculus without recursive types
(with recursive types type reconstruction is trivially decidable since
every A-term can be typed by the recursive type uX.(X —X)Vx).
In Section 4 we prove that type inference for our system is decid-
able. The problem of reconstructing type-substitutions (ie, given a
term of grammar (3), deciding whether it is possible to add sets of
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(ALG-VAR) (ALG-INST) (ALG-APPL)
A;F"ﬂelt A;Fl_g/€1lt A;F}—,Q{eQISt<0*>1
ot A < dom(t
ATy x:T(z) A;kae[gj]je‘]:/\wj ATk eea:t-s s < dom(t)
(ALG-ABSTR) jeJ (ALG-CASE-FST)
AUA";T, (z: tioj) Fo eQ[o;] :s;j A = var(Ajeg jegtioj—8;0) ATkge:t ATkFyer:s

J
(ALG-CASE-SND)
ATkgye:t A;Phgyez:s2t,<

— T
AT Ry AJS 0 e N (tiog = sioy) %9 =590 iel, jeJ
VRN

i€l jed

ATy (e€t?er:e2): st -

(ALG-CASE-BOTH)
ATkye:t

AT Fyer:s: AT ez 82 ¢t

ATy (e€t?er te2) : 82 =

ATy (e€t?er i e2): 81V s t' Lt

Figure 2. Typing algorithm

type-substitutions in it so that it becomes a well-typed term of our
calculus) is dealt with in the companion paper [ANONYMIZED].

To compare with existing intersection type systems, the calculus
in (16) includes neither type-cases nor expressions of the form
elo;]jes. While it is clear that type-cases increase the expressive
power of the calculus one may wonder whether the same is true
for e[o;]c.. This is not so as expressions e[o;],c. are redundant.
Consider the subcalculus whose terms are

f;’ﬁ;;:ﬁtix.e |ect?e:e a7

that is, the calculus in which sets of type-substitutions appear only
in decorations. Consider the embedding [.] of our calculus (12)
into this subcalculus, defined as [e[o;];cs] = e@[oj]je, as the
identity for variables, and as its homomorphic propagation for all
the other expressions. Then it is easy to prove the following theorem

ex=z | ee | A

Theorem 3.5. For every well-typed expression e:
1. e ~* v = [e] ~" [v],
2. [e] »*v=e~"v andv = [v]

meaning that the subcalculus defined above is equivalent to the full
calculus. Although expressions of the form e[o;];e.; do not bring
any further expressive power, they play a crucial role in local type
inference, which is why we included them in our calculus. As we
explain in details in the companion paper, for local type inference
we need to reconstruct sets of type-substitutions that are applied to
expressions but we must not reconstruct sets of type-substitutions
that are decorations of A-expressions. The reason is pragmatic and
can be shown by considering the following two terms: (A~ *x.z)3
and (A\*7%x.4)3. Every functional programmer will agree that
the first expression must be considered well-typed while the sec-
ond must not, for the simple reason that the constant function
(A*7%x.4) does not have type @ — «. Indeed in the first case
it is possible to apply a set of type substitutions that makes the term
well typed, namely (A%~ “z.z)[{Int/,}]3, while no such applica-
tion exists for the second term. However, if we allowed reconstruc-
tions also for decorations, then the second term could be made well
typed by adding the following decoration ( ‘[l{ﬁi‘/a}]m.ll)&

4. Typing algorithm

The rules in Figure 1 do not describe a typing algorithm since they
are not syntax directed. As customary the problem is the subsump-
tion rule, and the way to go is to eliminate this rule by embedding
appropriate checks of the subtyping relation into the rules that need
it. This results in the system formed by the rules of Figure 2. This
system is algorithmic (as stressed by F-.,): in every case at most one
rule applies, either because of the syntax of the term or because
of mutually exclusive side conditions. Subsumption is no longer
present and, instead, subtype-checking has been pushed in all the
remaining rules.

The rule for type-cases has been split in three rules (plus a fourth
uninteresting rule we omitted, that states that when e : 0 —ie, it
is the provably diverging expression— then the whole type-case

expression has type 0) according to whether one or both branches
can be selected. Here the only modification is in the case where
both branches can be selected: in the rule (case) in Figurel the types
of the two branches were subsumed to a common type s, while
(ALG-CASE-BOTH) returns the least upper bound (ie, the union) of
the two types.

The rule for abstractions underwent a minor modification with
respect to the types returned for the body, which before were sub-
sumed to the type declared in the interface while now the subtyping
relation s;; < s;0; is explicitly checked.

The elimination of the subsumption yields a simplification in
typing the application of type-substitutions, since in the system of
Figure 1 without subsumption every premise of an (inter) rule is
the consequence of an (inst) rule. The two rules can thus be merged
into a single one, yielding the (ALG-INST) rule (see Appendix C.1
and in particular Theorem C.1).

As expected, the core of the typing algorithm is the rule for
application. In the system of Figure 1, in order to apply the (appl)
rule, the type of the function had to be subsumed to an arrow type,
and the type of the argument had to be subsumed to the domain
of that arrow type; then the co-domain of the arrow is taken to
type the application. In the algorithmic rule (ALG-APPL), this is
done by the type meta-operator “-” which is formally defined as
follows: ¢ - s & min{u | ¢t < s—u}. In words, if ¢ is the type
of the function, and s the type of the argument, this operator looks
for the smallest arrow type larger than ¢ and with domain s, and it
returns its co-domain. More precisely, when typing e; ez, the rule
(ALG-APPL) checks that the type ¢ of e; is a functional one (ie,
t < 0—1). It also checks that the type s of ez is a subtype of
the domain of ¢ (denoted by dom(t)). Because ¢ is not necessarily
an arrow type (in general, it is equivalent to a disjunctive normal
form like the one of equation (11) in Section 3), the definition of
the domain is not immediate. The domain of a function whose type
is an intersection of arrows and negation of arrows is the union
of the domains of all positive literals. For instance the domain of
a function of type (Int—1Int) A (Bool—Bool) is Int V Bool,
since it can be equally applied to integer or Boolean arguments,
while the domain of even as defined in (8) is Int V (a\Int),
that is Int V «. The domain of a union of functional types is the
intersection of each domain. For instance an expression of type
(s1—s2) V (t1—t2) will return either a function of type s1—s2
or a function of type t1—t2, so this expression can be applied
only to arguments that fit both cases, that is, to arguments in
s1 Aty Formally, if ¢ < 0—1, thent =~ V/,; (A, cp, (sp—tp) A
/\TLEN,- _‘(S"_>tn) A /\quiaq A /\TGRi _‘ﬁr) (Wlth all the PZ”S

def

not empty), and therefore dom(t) = A,.; V,cp, sp (here type
variables do not count since they are intersected and universally
quantified so the definition of the domain must hold also when their
intersection is 1). Finally, the type returned in (ALG-APP) is t - s,
which we recall is the smallest result type that can be obtained by
subsuming ¢ to an arrow type compatible with s. We can prove
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that for every type ¢ such that ¢ < O0—1 and type s such that
s < dom(t), the type ¢ - s exists and can be effectively computed
(see Lemma C.12).

The algorithmic system is sound and complete with respect
to the type system of Figure 1 and satisfies the minimum typing

property (see Appendix C for the proofs).
Theorem 4.1 (Soundness). If A;T ko e:t, then AT Fe:t

Theorem 4.2 (Completeness). If A ;I - e : t, then there exists a
type s such that A;T' o e : sand s < t.

Corollary 4.3 (Minimum typing). If A;T' kg e :
min{s | A;TFe: s}

Finally, it is quite easy to prove that type-inference is decidable.
It suffices to observe that the algorithmic rules strictly reduce the
size of the expressions.

t, then t =

Theorem 4.4 (Termination). Ler e be an expression. Then the
type-inference algorithm for e terminates.

This system constitutes a further theoretical contribution of
our work since with this type system the language defined by
the grammar (12), the one by grammar (17), and a fortiori the
one of the grammar (16) are intersection type systems that all
satisty the Curry-Howard isomorphism since there is a one-to-one
correspondence between terms and proof of the algorithmic system.

5. Evaluation

In this section we define an efficient execution model for the
polymorphic calculus as a conservative extension of the execu-
tion model of the monomorphic calculus: by “efficient” we mean
that monomorphic expressions will be evaluated as efficiently as
in the original CDuce runtime. In fact, even polymorphic expres-
sions will be evaluated as efficiently as well (as if type variables
were basic monomorphic types) despite the fact that the formal re-
duction semantics of polymorphic expressions includes a run-time
relabeling operation. The key observation that allows us to define
an efficient execution model for the polymorphic calculus is that
relabeling can be implemented /azily, so that the only case in which
relabeling is computed at run-time will correspond to testing the
type of a partial application of a polymorphic function. In practice
this case is so rare —at least in the XML setting— that there is no
difference between monomorphic and polymorphic evaluation.

5.1 Monomorphic Language

Let us start by recalling the execution model of monomorphic
CDuce, which is a classic closure-based evaluation. Expressions
and values are defined as

vi=c| {(Nze &)
where ¢ denotes an intersection of arrow types, s denotes a closed

type, and & denotes an environment, that is, a substitution mapping
expression variables into values. The big step semantics is:

(ME-CONST) (ME-VAR) (ME-CLOSURE)
EFmecle Ermz&(x) EbmAzel (Nxe &)

(ME-APPLY)
Etmer <)\ta:.e,é"/)

ex=clz|Nre|lee|ecsre:e

& Fmealvo
& Fmerea v
(ME-TYPE CASE T)

& Fmer v v Emt Ermex v

EFmer €Et7ez ez v
(ME-TYPE CASE F)
éakmel‘uvo Uo€mt ef’hneg{}fu
Etmelr €Et?ex ez v

&, x—vobFmelv

To complete the definition we define the relation v €, ¢, that is,

membership of a (monomorphic) value to a (monomorphic) type:
def

cEmt <— b.<t
def

Nze,&)ent <= s<t
where < is the subtyping relation of CDuce [9].

5.2 Polymorphic Language

In the naive extension of this semantics to the explicitly-typed
polymorphic calculus of Section 3, we deal with type-substitutions
as we do for environments, that is, by storing them in closures. This
is reflected by the following definition where, for brevity, we write
o1 to denote the set of type-substitutions [o]icr:

e u= clz|M,ze|eelect?e:e|en
v c| (N z.e,&8,01)
The big-step semantics is then defined as follows, where each ex-

pression is evaluated with respect to an environment & determining
the current value substitutions and a set of type substitutions or:

(PE-CONST) (PE-VAR)
or;&tpclc o1;6 Fp x|l E(x)

(PE-INSTANCE)
orooy;&Fpellv

(PE-CLOSURE)
o EFp AL zell (N _ze, &0
! p Aoy ze b (Ao, 1) or; & bpeoy v
(PE-APPLY)
o1 E Fper b MNIEL T T e & o) o136 Fpea o
oj=ogoox P={jeJ|3IeL:v €& 505}
op; &z vy bpelv

or;8 Fperea Yv
(PE-TYPE CASE T)
or; & Fper v vo Ep t o5& Fpea v
or;8Fper €t?ez ez v
(PE-TYPE CASE F)
or; & Fper v vo €p t o5& Fpez v
or;8kper €t?es tez v

where the membership relation v €, ¢ for polymorphic values is
inductively defined as: )
cept 5 b <t

(A5, z.e,8,01) Ept N
where < is the subtyping relation of Castagna and Xu [4]. It is not
difficult to show that this big-step semantics is equivalent to the
small-step one of Section 3. Let (.) be the transformation that maps
values of the polymorphic language into corresponding values of
the calculus, that is

(©)=c and (A5, z.6,8,01)) = Ayy00,z-(e(&)) (18)
where (&) applies (.) to all the values in the range of &. Let i
denote singleton set of the empty type-substitution [{ }], which is

the neutral element of the composition of sets of type-substitutions.
Now we have:

s(orooy) <t

Theorem 5.1. Let e be a well-typed closed explicitly-typed expres-
sion(Fy e:t). Then: 1;,0F,ellv < e~" (v).

This implementation has a significant computational burden
compared to that of the monomorphic language: first of all, each ap-
plication of (PE-APPLY) computes the set P, which requires to im-
plement several type-substitutions and membership tests; second,
each application of (PE-INSTANCE) computes the composition of
two sets of type-substitutions. In the next section we describe a dif-
ferent solution consisting in the compilation of the explicitly typed
calculus into an intermediate language so that these computations
are postponed as much as possible and are performed only if and
when they are really necessary.
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5.3 Intermediate Language

The intermediate language in which we compile the explicitly-
typed polymorphic language is very similar to the monomorphic
version. The only difference is that A-abstractions (both in expres-
sions and closures) may contain type variables in their interface
and have an extra decoration 3 which is a term denoting a set of
type-substitutions.

e u= clxz|Xze|lee|lect?e:e
v = c|(Mze &)
Y u= o7 |comp(2,¥) | sel(z,t,X)

Intuitively, a comp(X,X’) term corresponds to an application of
the o composition operator to the sets of type substitutions denoted
by ¥ and X', while a sel(x,t, ) term selects the subset of type
substitutions ¢ denoted by X that are compatible with the fact that
(the value instantiating) x belongs to the domain of to.

The big step semantics for this intermediate language is:

(OE-CONST) (OE-VAR) (OE-CLOSURE)
Erlocle E ozl &(x) E o Meze )l Dkze, &)
(OE-APPLY)
EFoerd Dixe, &)
& o eadvo E x—uvtoelv
& o erea v
(OE-TYPE CASET)
EFoer v Vo Eo t Etoexlv

Etoer Et7ex ez v

(OE-TYPE CASE F)
& o e vo vy &o t Eroesdv

Etoer€t?er:esv

Notice that this semantics is structurally the same as that of the
monomorphic language. There are only two minor differences: (%)
A-abstractions have an extra decoration 3 (which has no impact
on efficiency since it corresponds in the implementation to manip-
ulate descriptors with an extra field) and (i) the corresponding
(_E-TYPE CASE) rules use a slightly different relation: €., instead
of &€,. It is thus easy to see that in terms of steps of reduction the
two semantics have the same complexity. What changes is the test
of the membership relation (€ rather than &€,) since, when the
value to be tested is a closure, we need to materialize relabelings.
In other words, we have to evaluate the 3 expression decorating the
function and apply the resulting set of substitutions to the interface
of the function. Formally:
cEt < bo<t
Asze, &) €t <= s(eval(&,X)) <t
where the evaluation of the symbolic set of type-substitutions is
inductively defined as
eval(&,01) =01
eval(&, comp(3, %)) = eval(&, ) o eval(&, %)
eval(&,sel(z, A\, .; ti—si, X)) =
[o; € eval(&,X) | i€l : &(z) € tioy |
Notice in the last rule the crucial role played by = and &: by
using an expression variable x in the symbolic representation of
type-substitutions and relying on its interpretation through & we
have transposed to type-substitutions the same benefits that clo-
sures bring to value substitutions: just as closures allow value-
substitutions to be materialized only when a formal parameter is
used rather than at the moment of the reduction, so our technique
allows type-substitutions to be materialized only when a type vari-
able is effectively tested, rather than at the moment of the reduction.
It is easy to see that the only case in which the computation of
€, is more expensive than that of €, is when the value whose type
is tested is a closure (A5 z.e, &) in which ¢ is not closed and ¥ is

iel
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not i.> The ¥ decoration is different from i only if the closure is the
result of a partial application of a curried function. The type ¢ is not
closed only if such partial application yielded a polymorphic func-
tion. In conclusion, the evaluation of an expression in the polymor-
phic language is more expensive than the evaluation of a similar®
expression of the monomorphic language only if it tests the type
of a polymorphic function resulting from the partial application of
a polymorphic curried function. The additional overhead is limited
only to this particular test and in all the other cases the evaluation
is as efficient as in the monomorphic case. Finally, it is important
to stress that this holds true also if we add product types: the test
of a pair of values in the polymorphic case is as expensive as in the
monomorphic case and so is the rest of the evaluation. Since in the
XML setting the vast majority of the computation time is spent in
testing products (since they encode sequences, trees, and XML el-
ements), then the overhead brought by adding polymorphism —ie,
the overhead due to testing the type of a polymorphic partial appli-
cation of a polymorphic curried function— is negligible in practice.
All that remains to do is to define the compilation of the
explicitly-typed language into the intermediate language:

[2]s = =
t t
[[)\le'el]z = Acomp(E,o’I)x'[[el]sel(z,t,comp([},al))
[erez]s = [ei]s[ez]s
leor]s = [ecomp(zor)
[er €t?er:es]s = [ei]s €t7?[e]s : [es]s

Given a closed program e we compile it in the intermediate lan-

guage as [e]s. In practice the compilation will be even simpler since

we apply it only to expressions generated by local type-inference

algorithm described in the companion paper where all \’s are dec-

orated by i (cf. discussion at the end of Section 3.5). So the second

case of the definition simplifies to: [Mz.e]x = Asz.[e]se1(x,t,5)-
The compilation is adequate:

Theorem 5.2. Let e be a well-typed closed explicitly-typed expres-
sion (Fey e 2 t). Then ;0 Fp ellv <= ko [eli § v, with

() = ).

where ({(A\sz.e, &)) evaluates all the symbolic expressions and type
substitutions in the term (see (18)). By combining Theorems 5.1
and 5.2 we obtain the adequacy of the compilation:

Corollary 5.3. Let e be a well-typed closed explicitly-typed expres-
sion (Foe:t). Then Folelidv < e~" (v).

5.4 Let-polymorphism

A function is polymorphic if it can be safely applied to arguments
of different types. The calculus presented supports a varied palette
of different forms of polymorphism: it uses subtype polymorphism
(a function can be applied to arguments whose types are subtypes
of its domain type), the combination of intersection types and type-
case expressions yields “ad hoc” polymorphism (aka overloading),
and finally the use of type variables in function interfaces provides
parametric polymorphism. Polymorphism is interesting when used
with binding: instead of repeating the definition of a function every
time we need to apply it, it is more convenient to define the func-
tion once, bind it to an expression variable, and use the variable
every time we need to apply the function. In the current system
it is possible to combine binding only with the first two kinds of
polymorphism: different occurrences of a variable bound to a func-
tion can be given different types —thus, be applied to arguments
of different types—-, either by subsumption (ie, by assigning to the

5 To be more precise, when there exists a substitution o € eval(&, ¥) such
that var(¢) N dom(o) # @. Notice that the tests of the subtyping relation
for monomorphic and polymorphic types have the same complexity [4].

6 By similar we intend with the same syntax tree but only closed types.
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variable a supertype of the type of the function it denotes) or by in-
tersection elimination (ie, by assigning to a variable one of the types
that form the intersection type of the function it denotes). However,
as it is well known in the languages of the ML-family, in the cur-
rent setting it is not possible to combine binding and paramatric
polymorphism. Distinct occurrences of a variable cannot be given
different types by instantiation (ie, by assigning to the variable a
type which is an instance of the type of the function it denotes).
In other terms, all A-abstracted variables have monomorphic types
(with respect to parametric polymorphism), which is why in ML
autoapplication Ax.xx is not typeable.

The solution is well known and consists in introducing let
bindings. This amounts to defining a new class of expression vari-
ables so that variables introduced by a 1et have polymorphic types,
that is, types that have been generalized at the moment of the def-
inition and can be instantiated in the body of the let. To sum up
A-abstracted variables have monomorphic types, while 1et-bound
variables (may) have polymorphic types and, thus, be given differ-
ent types obtained by instantiation. For short we call the former \-
abstracted variables “monomorphic (expression) variables” and the
latter 1et-bound variables “polymorphic (expression) variables”.

In the explicitly-typed calculi of the previous sections we had
just A-abstracted variables. That these variables have monomorphic
types is clearly witnessed by the fact that, operationally, zor is
equivalent to (ie, reduces to) z. Clearly this property must not hold
for polymorphic type variables since

let = (\*7*y.y) in (e[{a—a/a}))z (19)

is, intuitively, well typed, while the same term obtained by replac-
ing z[{@ = o/, }] with z is not (see the extension of the definition
of relabeling for polymorphic variables later on).

To enable the definition of polymorphic functions to our calcu-
lus we add a 1et expression. To ease the presentation and to stress
that the addition of let-bindings is a conservative extension of the
previous system, we syntactically distinguish the current monomor-
phic variables (ie, those abstracted by a \) from polymorphic vari-
ables by underlining the latter ones.

ex=---|z|letz=eine
Reduction is as usual:
let z =vine~ e{VY;}

Relabeling is extended by the following definitions
2Q[o;]5e5 = zloj]je
def

(let z=€'ine)Qoj]jes = let z=(€'Q[o,]jcs)in(eQ[o;]ecs)

and the (algorithmic) typing rule is as expected:
A;F, (g : t1) F((Q{) es :to
A;F'_(M) letx=e1 ines : o

AT+ it
(let) (o) €1+ 11

Type environments I now map also polymorphic expression vari-
ables into types. Notice that for a polymorphic expression variable
z it is no longer true that var(I'(z)) C A (not adding var(I'(z)) to
A corresponds to generalizing the type of z before typing ez as in
the GEN rule of the Damas-Milner algorithm: c¢f. [14]). As before
we assume that polymorphic type variables of a 1et-expression (in
particular those generalized for let-polymorphism) are distinct from
monomorphic and polymorphic type variables of the context the
let-expression occurs in.

Likewise, environments now map both monomorphic and poly-
morphic expression variables into values so that the rules for eval-
uation in Section 5.2 are extended with the following ones:

(PE-PVAR,) (PE-PVARf)
Ex)=c &) = Ny.e & o5
or;8Fpzlc a;;gkpzll()\ty.qé"',aloaﬂ

11

(PE-LET)
or; & Fper v or; &,z vo Fpea v
or; 6 Fpletz=erinex v

To compile 1et-expressions we have to extend the intermediate lan-
guage likewise: we will distinguish polymorphic expression vari-
ables by decorating them with sets of type-substitutions formulee 3
that apply to that particular occurrence of the variable. So we add
to the productions of Section 5.3 the following ones:

ex=---|zn|letz=eine

while the big-step semantics of the new added expressions is

(OE-PVAR.) (OE-PvARy)
&) =c &(z) = Myy.e &)
& Fo zx ‘U c & Fo x5 ‘U <)\§omp(2,2’)y'e7 éa/)
(OE-LET)
& Foe1lvo E,x—wvokoealv

Etoletx=erines v
Notice how rule (OE-PVAR ;) uses the ¥ decoration on the variable
to construct the closure. The final step is the extension of the
compiler to the newly added terms:
[[&]]E = Tz
[letz=e;inez]s = 1letz=[ei]x in[e2]s
As an example, the 1let-expression (19) is compiled into
letx = ()\a_n!y.y) in T{a—a/, }] T

where the substitution [{ =/, }] that is applied to the leftmost oc-
currence of z is recorded in the variable and will be used to instanti-
ate the closure associated with x by the environment; the rightmost
occurrence of x is decorated by i and therefore the value bound to it
will not be instantiated. Theorems 5.1, 5.2, and Corollary 5.3 hold
also for these extensions (see Appendix D for the proofs).

In an actual programming language there will not be any syn-
tactic distinction between the two kinds of expression variables and
compilation can be optimized by transforming variables that are
let-bound to monomorphic values into monomorphic variables.
So, whenever e; has a monomorphic type ¢, the let expression
should be compiled as

[[(Atl _”2113.62{37/&})61]]2
where ¢» is the type deduced for e under the hypothesis that x has
type t1. Notice that this optimization is compositional.

[letz=e1ines]s =

6. Related work

We focus on work related to this specific part of our work namely
existing explicitly-typed calculi with intersection types, and func-
tional languages to process XML data. Comparison with work on
local type inference and type reconstruction is done in the second
part of this work presented in the companion paper.

To compare the differences between the existing explicitly-typed
calculi for intersection type systems, we discuss how the term of our
daffy identity (Afjme) y (soo, 1)%-(A% 7 “y.x)x) is rendered.

In [17, 20], typing derivations are written as terms: different
typed representatives of the same untyped term are joined together
with an intersection A. In such systems, the function in (4) relabeled
with [{Int/,}, {Bool/ }] is written (AT*7 120 (AP I8 )2 ) A

\Bool=Bool g, (\Boel=Booly o)), Type checking verifies that both
yCC)(L' and /\Bool—)Boolx‘ ()\BoolHBooly_x)w are
well typed separately, which generates two very similar typing
derivations. The proposal of [12] follows the same idea, except that
a separation is kept between the computational and the logical con-
tents of terms. A term consists in the association of a marked term
and a proof term. The marked term is just an untyped term where
term variables are marked with integers. The proof term encodes
the structure of the typing derivation and relates marks to types.

Int—Int Int—Int
A z.(A
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The aforementioned example is written in this system as (A\z :
0.y : 1.2)x)@((A0™*.(A1™%.0)0) A (A0P°°L.(A1%°°1.0)0)). In
general, different occurrences of a same mark can be paired with
different types in the proof term. In [3], terms are duplicated (as in
[17,20]), but the type checking of terms does not generate copies of
almost identical proofs. The type checking derivation for the term
(()\Intﬁlntm. ()\Intalnty.x)x) ”/\BoolA»Booll‘. ()\BoolaBooly_x)x) ver-
ifies in parallel that the two copies are well typed.

The duplication of terms and proofs makes the definition of
beta reduction (and other transformations on terms) more diffi-
cult in the calculi presented so far, because it has to be performed
in parallel on all the typed instances that correspond to the same
untyped term. Branching types have been proposed in [21] to cir-
cumvent this issue. The idea is to represent different typing deriva-
tions for a same term into a compact piece of syntax. To this
end, the branching type which corresponds to a given intersection
type t records the branching shape (ie, the uses of the intersec-
tion introduction typing rule) of the typing derivation correspond-
ing to t. For example, the type (Int—Int) A (Bool—Bool) has
only two branches, which is represented in [21] by the branching
shape join{i=x, j=x}. Our running example is then written as
Ajoin{i=x, j=x} Ag{i=Tti=Bool} (N, {i=Int,j=Bool} .y Note
that the lambda term itself is not copied, and no duplication of
proofs happens during type checking either: the branches labeled ¢
and j are verified in parallel.

In [7], the authors propose an expressive refinement types sys-
tem with intersection, union, but also (a form of) dependent types,
making possible to define, eg, the type of integer lists of length n,
written [Int]™. The variable n can be quantified over either uni-
versally or existentially (using respectively II and X). Thanks to
this it is possible to consider different instantiations of a depen-
dent type and, thus to type our daffy function by different instances
of[Int]™ (rather than with any type, as for Int and Bool of our
example). Type checking requires type annotations to be decid-
able: to check that Az.(Ay.x)z has type ITn.(([Int]*" —[Int]*™)A
([Int]>* ' —[Int]?"")), the subterm A\y.x has to be annotated.
This problem is similar to finding appropriate annotations for the
daffy function (4) in our language. In [7], terms are annotated with
a list of typings: for example, A\y.x can be annotated with A =
(z : [Int]*™ F 1=[Int]*",z : [Int]>"T' + 1-[Int]?*" ")),
which says that if = : [Int]?", then \y.z has type 1—[Int]*"
(and similarly if & : [Int]?*"T'). The above annotation A is not
sound, because when checking that Az.(\y.z : A)z has result type
n.(([Int]?" —[Int]*") A ([Int]*" T —[Int]?>" ")), one can see
that the occurrences of n in A escape their scope: they should be
bound by the quantifier II in the result type. To fix this, typing en-
vironments in annotations are extended with universally quantified
variables, that can be instantiated at type checking. For example,
Ay.z @ (m : Nat,z : [Int]™ F 1 — [Int]™) means that \y.x
has type 1 — [Int]|™, assuming z : [Int]|™, and where m can
be instantiated with any natural number. With this annotation, the
daffy function can be checked against ITn.(([Int]*" —[Int]?") A
([Int]?" ' —[Int]?>" 1)), by instantiating m with respectively 2n
and 2n—+1. Itis possible to find a similarity between the annotations
of [7] (the lists of typings) and our annotations (ie, the combination
of interface and decoration) although instantiation in the former is
much more harnessed. There is however a fundamental difference
between the two systems and it is that [7] does not include a type
case. Because of that annotations need not to be propagated at run-
time: in [7] they are just used statically to check soundness and then
erased at run-time. Without type-cases we could do the same, but it
is precisely the presence of type-cases that justifies our formalism.

For what concerns XML programming, let us cite polymorphic
XDuce [11] and the work by Vouillon [19]. In both, pattern match-
ing is designed so as not to break polymorphism, but both have to
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give up something: higher-order functions for [11] and intersection,
negation, and local type inference in [19] (the type of function ar-
guments must be explicitly given). Furthermore, Vouillon’s work
suffers from the original sin of starting from a subtyping relation
that is given axiomatically by a deduction system. This makes the
intuition underlying subtyping very difficult to grasp (at least, for
us). Another route taken is the one of OCamlDuce [10], which jux-
taposes OCaml and CDuce’s type systems in the same language,
keeping them separated. This practical approach yields little theo-
retical problems but forces a value to be of one kind of type or an-
other, preventing the programmer from writing polymorphic XML
transformations. Lastly, XHaskell by Sulzmann and Lu [18] mixes
Haskell type classes with XDuce regular expression types but has
two main drawbacks. First, every polymorphic variable must be
annotated wherever it is instantiated with an XML type. Second,
even without inference of explicit annotations (which they do not
address), their system requires several restrictions to be decidable
(while our system with explicit type-substitutions is decidable).

7. Conclusion

This work provides the theoretical basis and all the algorithmic
tools needed to design and implement polymorphic functional lan-
guages for semi-structured data and, more generally, for functional
languages with recursive types and set-theoretic unions, intersec-
tions, and negations. In particular, our results pave the way to the
definition of a polymorphic extension of CDuce [2]. They also
make it possible the definition of a real type system for XQuery
3.0 [8] (not just one in which all higher-order functions have type
“function()”) something that before this work was simply deemed
impossible. Thanks to local type inference and type reconstruction
defined in the second part of this work these languages can have a
syntax and semantics very close to those of OCaml or Haskell, but
will include primitives (in particular complex patterns) to exploit
the great expressive power of full-fledged set-theoretic types.

Some problems are still open, notably the decidability of type-
substitution inference defined in the second part of this work, but
these are of theoretical nature and should not have any impact in
practice (as a matter of facts people program in Java and Scala
even though the decidability of their type systems is still an open
question).

On the practical side the most interesting directions of research
is to couple the efficient compilation of the polymorphic calculus
with techniques of static analysis that would perform partial evalu-
ation of relabeling so as to improve the efficiency of type-case of
functional values even in the rare cases in which it is more expen-
sive than in the monomorphic version of CDuce.
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A. Explicitly-Typed Calculus

In this section, we define our explicitly-typed A-calculus with sets of type-substitutions that we outlined in

Section 3.

A.1 Types

Definition A.1 (Types). Let ¥ be a countable set of type variables ranged over by Greek letter o, 3,7,. . .,
and A a finite set of basic (or constant) types ranged over by b. A type is a term co-inductively produced by

the following grammar

Types t = « type variable
|b basic
|t xt product
|t =t arrow
[tVt  union
| =t negation
X——

that satisfies two additional requirements:

® (regularity) the term must have a finite number of different sub-terms.
® (contractivity) every infinite branch must contain an infinite number of occurrences of atoms (i.e., either
a type variable or the immediate application of a type constructor: basic, product, arrow).

We use 7 to denote the set of all types.

We write t1\t2, t1/At2, and 1 respectively as an abbreviation for t1 A—t2, —=(—t1V—t2), and 0.

Since types are infinite, the accessory definitions on them will be given either by using memoization
(eg, the definition of var(), the variables occurring in a type: Definition A.2), by co-inductive techniques
(eg, the definition or the application of type-substitutions: Definition A.5), or by induction on the relation
>, but only when induction does not traverse a type constructor (eg, the definition of tlv(), the variables
occurring at top-level of a type: Definition A.3).

Definition A.2 (Type variables). Ler varg and vary be two functions from T x P(T) to P (V) defined
as:
_Jo ifted
varo(t, ) = {varl(t,:lu {t}) otherwise
vari(a,J) = {o}
varl(b =0
vari (t1 X t2,3) = varg(t1,3) Uvaro(t2,J)
vary (t1 — t2,3) = varo(t1,3) Uvarg(tz, )
vari(t1 V t2,3) = vary(t1,3) Uvari(tz,3)
vari(—t1,3) = vari(t1,3)
var1(0,3) = @

The set of type variables occurring in a type t, written var(t), is defined as varo(t, D). A type t is said to be
ground or closed if and only if var(t) is empty. We write  to denote the set of all the ground types.

Definition A.3 (Top-level variables). Let t be a type. The set tlv(t) of type variables that occur at top level
in t, that is, all the variables of t that have at least one occurrence not under a constructor, is defined as:

tha) = {a}
tiv(b) = 0
tlv(t1 X tg) = @
t/V(tl — tz) =90
tlv(t1 \Y tg) = t/V(tl) U t/v(tg)
tlv(—\tl) = tlv(h)
thv(0) = 0

Definition A.4 (Type substitution). A type-substitution o is a total mapping of type variables to types
that is the identity everywhere but on a finite subset of ¥, which is called the domain of o and denoted by

dom(c). We use the notation {t1/q,, ...

1..n. Given a substitution o, the range of o is defined as the set of types ran(c) = {o(
and the set of type variables occurring in the range is defined as tvran(c) = |J

,tnfo,, } to denote the type-substitution that maps o to t; for i =

a) | a € dom(o)},

a€Edom (o) var(o(a))
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Definition A.5. Given a type t € 7 and a type-substitution o, the application of o to t is co-inductively
defined as follows:

bo =0
(tl X tz)o’ = (tlU) X (th’)
(tl — tg)d = (tla) — (tgo’)
(tl Vv tz)o’ = (tld) Vv (tQU)
(mt)o = —(to)
Oc =0
aoc = o(a) if a € dom(o)
ar = a if o ¢ dom(o)

Definition A.6. Ler 01 and o2 be two substitutions such that dom(o1) Ndom(o2) = D (o1 § o2 for short).
Their union o1 U o2 is defined as
o1(a) o € dom(oy)
(01 UO’Q)(O&) = 0'2(06) [ RS dom(ag)
« otherwise

Definition A.7. Given two sets of type-substitutions [0;];c1 and [0;];je, we define their composition as
[oi]icr o [05]jeq = [0i 0 0jlicr,je
where
(oj(a))os  if a € dom(oy)
oio00j(a) =1 oi(a) if a € dom(o;) \ dom(o;)
e otherwise

A.2 Expressions

Definition A.8 (Expressions). Let € be a set of constants ranged over by ¢ and 2" a countable set
of expression variables ranged over by x,y,z,.... An expression e is a term inductively generated by the
following grammar:

Expressions e n= ¢ constant
T expression variable
(e,e) pair
mi(e) projection(i € {1,2})
| @iﬁf_t"ﬁs"'w.e abstraction
jlieJ
ee application
ect?e:e type case
elojlies instantiation

where t;, s; range over types, t € 9 is a ground type and o j ranges over type-substitutions. We write & to
denote the set of all expressions.

A \-abstraction comes with a non-empty sequence of arrow types (called its interface) and a possibly
empty set of type-substitutions (called its decorations). When the decoration is an empty set, we write
ANierti=si) g e for short.

Since expressions are inductively generated, then the accessory definitions on them can be given by
induction.

Given a set of type variables A and a set of type-substitutions [0 ;] ;<.s, for simplicity, we use the notation
Aloj] e to denote the set of type variables occurring in the applications aoj forall « € A, j € J, that is:

Alojlies = [ (U var(oj(a)))

JEJ acA

Definition A.9. Let e be an expression. The set fv(e) of free variables of the expression e is defined by
induction as:

fv(z) = {z}
f(c) = 0
fv((e1,e2)) = fv(e1) U fv(ez)
(o) = Me)
( [;je]je"‘] “ize) = fle)\ {z}
v(er e2) = fv(er) U fv(es)
fve€t?er 1 e2) = fv(e) U fv(er) U fr(ez)
f(elojljes) = fule)
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The set bv(e) of bound variables of the expression e is defined by induction as:

bv( )y =10
bv(c) = 0
((61,62)) = bv(el) @] bv(eg)
bu(ri(e)) = bu)
bv()\[;fjejs‘ e) = bv(e) U {z}
bv(e1 e2) = bv(er) U bv(e2)
bv(e€t? ey : ea) = bv(e) U bv(er) U bv(ez)
bv(e[ojljes) = bv(e)

tv(z) = 0
tvic) = 0
tv((e1,e2)) = tv(er) U tv(ez)
(o) = 1v(e)
tv( [;ﬁ]]_e‘jél ) = tvelojlies) Uvar(Nicr je s tios — sioj)
tv(er e2) = tv(er) U tv(ez)

tv(e€t7er t e2) = tv(e) U tv(er) U tv(es)
tv(elojlijer) = (tv(e))lojljes
An expression e is closed if fv(e) is empty.

Note that the set of type variables in e[o;];c is the set returned by the “application” of [o];je to the
set tv(e).

We next define expression substitutions. Recall that, as stated in Section 3.1, when substituting an
expression e for a variable y in an expression €', we suppose the polymorphic type variables of e’ to be
distinct from the monomorphic and polymorphic type variables of e to avoid unwanted capture. In the
discussion of Section 3.1, the definitions of the notions of polymorphic and monomorphic variables remain
informal. To make them more formal, we would have to distinguish between the two by carrying around a set
of type variables A which would contain the monomorphic variables that cannot be a-converted. Then all
definitions (such as expression substitutions, for example) would have to be parametrized with A, making
the definitions and technical developments difficult to read just because of a-conversion. Therefore, for the
sake of readability, we decided to keep the distinction between polymorphic and monomorphic variables
informal.

Definition A.10 (Expression substitution). An expression substitution g is a total mapping of expression
variables to expressions that is the identity everywhere but on a finite subset of 2, which is called the
domain of ¢ and denoted by dom(g). We use the notation {€1/y,, ... ,en/y} to denote the expression
substitution that maps x; into e; fori = 1..n.

The definitions of free variables, bound variables and type variables are extended to expression substi-
tutions as follows.

fe)= (J M), bvle)= |J bvle@), ()= [J tvle())
xzedom(p) xz€dom(p) xedom(p)

Next, we define the application of an expression substitution p to an expression e. To avoid unwanted
captures, we remind that we assume that the bound variables of e do not occur in the domain of o and that
the polymorphic type variables of e are distinct from the type variables occurring in o (using a-conversion
if necessary).

Definition A.11. Given an expression e € & and an expression substitution o, the application of o to e is
defined as follows:

co = ¢
(e1,e2)0 = (e10,€20)
o D =
ielli Sq — ielti Sq
( lojlies ze)o = )\[Gj]jEJ z-(e0)
erez)o = (e10) (e20)
(e€t?er:e2)p = epEtTerp: e0
zo = o(z) if x € dom(o)
o = w if ¢ dom(o)
(elojlien)e = (eo)lojlies

In the case for instantiation (e[oj]jes)0, the o; operate on the polymorphic type variables, which
we assume distinct from the variables in o (using a-conversion if necessary). As a result, we have
tv(e) N, ¢, dom(o;) = (. Similarly, in the abstraction case, we have z ¢ dom(o).

Next, we define the relabeling of an expression e with a set of type substitutions [0;],c.7, which consists
in propagating the o; to the A-abstractions in e if needed. We suppose that the polymorphic type variables
in e are distinct from the type variables in the range of o; (this is always possible using a-conversion).
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Definition A.12 (Relabeling). Given an expression e € & and a set of type-substitutions [0 ;] jc j, we define
the relabeling of e with [0;] ¢ s, written eQ[o;] e, as e if tv(e) N U, ;, dom(o;) = 0, and otherwise as
Sfollows:

(e1,€2)Qoj]jes = (e1Q[oy]jecs, e2Qoj]je)
(mi(e))Qlojljes = mi(eQloj]jes
(e1 €2)Qojlics = (e1@[oj]jes) (e2@loj]jes)
(e€t?er : e2)Qlojljes = €Q[oj]jesEt?e1Qoj]jes : e2@[o;] e
. ge[Ui]ieI)@[Uj]jeJ = 69([%]16”[(’1‘]1@)
icIti—S; _ icIti =S4
( [UkE]kGK m'e)@[aj]jEJ - [U]ﬁjEJO[Uk]kGKxe

The substitutions are not propagated if they do not affect the variables of e (i.e., if tv(e)NJ ;. ; dom(o;) =

(). In particular, constants and variables are left unchanged, as they do not contain any type variable. Sup-
pose now that tv(e) N Uj csdom(c;) # 0. In the abstraction case, the propagated substitutions are
composed with the decorations of the abstraction, without propagating them further down in the body.
Propagation in the body occurs, whenever is needed, that is, during either reduction (see (Rappl) in Section
A.4) or type-checking (see (abstr) in Section A.3). In the instantiation case e[o;]ic 1, we propagate the result
of the composition of [o;];er with [0;]jes in e. The remaining cases are simple inductive cases. Finally
notice that in a type case e€t ? e; : ez, we do not apply the [0;];e to ¢, simply because ¢ is ground.

A.3 Type System

Because of the type directed nature of our calculus, (ie, the presence of the type-case expression) its dynamic
semantics is only defined for well-typed expressions. Therefore we introduce the type system before giving
the reduction rules.

Definition A.13 (Typing environment). A typing environment I' is a finite mapping from expression
variables X to types 7, and written as a finite set of pairs {(x1 : t1), ..., (Tn : tn)}. The set of expression
variables which is defined in T" is called the domain of T, denoted by dom(T"). The set of type variables
occurring in I, that is \J ., cr var(t), is denoted by var(I"). If I" is a type environment, then T', (z : t) is
the type environment defined as

<r7<w:t>><y>={t vy =

I(y) otherwise

The definition of type-substitution application can be extended to type environments by applying the

type-substitution to each type in the type environment, namely,
To={(z:to) | (z:t) eT}

The typing judgment for expressions has the form A ;" F e : ¢, which states that under the set A of
(monomorphic) type variables and the typing environment I" the expression e has type t. When A and T'
are both empty, we write - e : ¢ for short. We assume that there is a basic type b. for each constant c. We
write o ff A as abbreviation for dom(o) N A = (). The typing rules are given in Figure 3 which are the same
as in Section 3 except for the rules for products.

A.4 Operational Semantics

Definition A.14 (Values). An expression e is a value if it is closed, well-typed (ie, - e : t for some type t),
and produced by the following grammar:
Values v :=c| (v,v)]| )\EAffﬂ"ﬁS”m.e
9jlier
We write ¥V to denote the set of all values.

Definition A.15 (Context). Let the symbol [_] denote a hole. A context C|[_] is an expression with a hole:
Contexts Cl] ==

| (CLle) (e CL)

| ClleleCl]

| Cllet?e:e|ect?Cl]:elect?e: CL]
I m(CLD)

An evaluation context E[_] is a context that implements outermost leftmost reduction:

[]
(EL],e) [ (v, E[])
Elle|vEL]
El Jet7e:e
| m(EL]
We use Cle] and Ele] to denote the expressions obtained by replacing e for the hole in C[_] and E[_],
respectively.

Evaluation Contexts E[] ==
\
\
\
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( t) ( ) A;Fl_e1it1 A;Fl_€22t2 )
ATFecib o™ ATFa:D(x) " ATF (erea) it xta  P4IT
A;F}—e:tlxtg ) A;Fl_€12t1—>t2 A;F"622t1( l)
ATFme):t P AT Feles:ts app

A" = A Uvar( /\ tio; — si0;)
iel,jed
Vie[,jeJ.A';F,(:r:tiorj)l—e@[oj]:sioj
Nicrti—si (abstr)
A;F = )\[O'j]je;l x.e: /\ tiO'j — Si0j
iel,jeJ
. o t'ﬁ—\t = A;I'kte:s
Ailke:t {t'ﬁt = A;I'ktey:s ( ) A;Tke:t aﬁA(, 9
A;TH(e€t?er:e2): s case ATk elo]:to ms
Vje J AT Feloj]: t; [J|>1 | A;Tke:s s<t
(inter) - (subsum)
A;F}—e[oﬂjeJ: /\tj A,Fl—e:t
jed
Figure 3. Typing rules

We define a small-step call-by-value operational semantics for the calculus. The semantics is given by
the relation ~~», which is shown in Figure 4. There are four notions of reduction: one for projections, one
for applications, one for type cases, and one for instantiations, plus context closure. Henceforth we will
establish all the properties for the reduction using generic contexts but, of course, these holds also when the
more restrictive evaluation contexts are used.

Notions of reduction:
(Rproj)  mi(v1,v2) ~ v;
(Rappl) (X507 )o ~ (€Qloy)ier) (V)
where P = {jeJ | Hel. Fv:to;}

er if Fo:t

? .
(Rease)  (vEt7er : ex) ~ { ez otherwise

(Rinst)  elojljeq ~ eQlojljes

Context closure:
!
~ e

e
(RCIX) m

Figure 4. Operational semantics of the calculus

The (Rproj) rule is the standard projection rule while the other notions of reduction have already been
explained in Section 3.3.

We used a call-by-value semantics for application to ensure the type soundness property: subject
reduction (or type preservation) and progress (closed and well-typed expressions which are not values can
be reduced), which are discussed in Section B.2. To understand why, consider each basic reduction rules in
turn.

The requirement that the argument of a projection must be a value is imposed to ensure that the property
of subject reduction holds. Consider the expression e = 71 (e1, e2) where ey is an expression of type t1
(different from O) and ez is a (diverging) expression of type O. Clearly, the type system assigns the type
t1 x 0to (e1, e2). In our system, a product type with an empty component is itself empty, and thus e has
type 0. Therefore the type of the projection as well has type O (since 0 < 0 x O, then by subsumption
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(e1,e2) : 0 x O and the result follows from the (proj) typing rule). If it were possible to reduce a projection
when the argument is not a value, then e could be reduced to e, which has type ¢1: type preservation would
be violated.

Likewise, the reduction rule for applications requires the argument to be a value. Let us consider the
application (At (=X g (12 7)) (e), where - e : & V s. The type system assigns to the abstraction
the type (t — t X t) A (s — s X s), which is a subtype of (¢ V s) — ((t x t) V (s X s)). By subsumption,
the abstraction has type (¢t s) — ((¢ X t) V (s X s)), and thus, the application has type (£ x ) V (s X s). If
the semantics permits to reduce an application when the argument is not a value, then this application could
be reduced to the expression (e, e), which has type (¢t V s) x (¢t V s) butnot (¢ x t) V (s X s).

Finally, if we allowed (e€t 7 e1 : e2) to reduce to e1 when - e : ¢ but e is not a value, we could break
type preservation. For example, assume that - e : 0. Then the type system would not check anything about
the branches e; and ez (see the typing rule (case) in Figure 3) and so e; could be ill-typed.

Notice that in all these cases the usage of values ensures subject-reduction but it is not a necessary
condition: in some cases weaker constraints could be used. For instance, in order to check whether an
expression is a list of integers, in general it is not necessary to fully evaluate the whole list: the head and
the type of the tail are all that is needed. Studying weaker conditions for the reduction rules is an interesting
topic we leave for future work, in particular in the view of adapting our framework to lazy languages.

B. Properties of the Type System

In this section we present some properties of our type system. First, we study the syntactic meta-theory
of our type system, in particular the admissibility of the intersection rule, the generation lemma for
values, the property that substitutions preserve typing. These are functional to the proof of soundness, the
fundamental property of that links every type system of a calculus with its operational counterpart: well-
typed expressions do not go wrong. Next, we prove that the explicitly-typed calculus is able to derive the
same typing judgements as the BCD intersection type system defined by Barendregt, Coppo, and Dezani [1].
Finally, we prove that the expressions of the form e[o;];c are redundant insofar as their presence in the
calculus does not increase its expressive power.

B.1 Syntactic meta-theory

LemmaB.1. IfA;T e : tand var(T') C A, then var(T') C A’ holds for every judgment A" ;T e’ : ¢/
in the derivation of A;T'F e : t.

Proof. By induction on the derivation of A;T" - e : t. O

Lemma B.2 (Admissibility of intersection introduction). Let e be an expression. If A;T" + e : t and
A:Tke:t, then A;TFe:tAt.

Proof. The proof proceeds by induction on the two typing derivations. First, assume that these two
derivations end with an instance of the same rule corresponding to the top-level constructor of e.

(const): both derivations end with an instance of (const):

ATrcb D AT Comst)
Trivially, we have b. A be =~ b., by subsumption, the result follows.
(var): both derivations end with an instance of (var):
ATrz T U ATra e )

Trivially, we have I'(z) A I'(z) ~ I'(x), by subsumption, the result follows.
(pair): both derivations end with an instance of (pair):

A;Tker:th A;ergztg( ) AiTker:t) A;Tkex:th
air
AT F (er,e): (b x t2) P AT F (er,en) : (8 x £5)
By induction, we have A ;T & e; : (¢; At;). Then the rule (pair) givesus A ;T F (e1,e2) : (81 Ath) X
(t2 A t3). Moreover, because intersection distributes over products, we have (t1 A 1) X (t2 A t5) =~
(t1 x t2) A (¢ X t5). Then by (subsum), we have A ;T F (e1,e2) : (t1 X t2) A (1] X t5).
(proj): both derivations end with an instance of (proj):

(pair)

A;Fl—e/:thtz( ) A;Fl—e’:t’lxt’Q( )
— (pro —~ =~ . \pro
AT Em(e): proj AT Fm(e): ¢ proj
By induction, we have A ; T €’ : (t1 xt2) A(t] X th). Since (t1 At]) X (ta Ath) =~ (t1 Xt2) A(t) X t5)
(see the case of (pair)), by (subsum), we have A ;T €’ : (t1 At]) X (t2 A t3). Then the rule (proj)
givesus AT (€)1t At
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(appl): both derivations end with an instance of (appl):

ATke it >t A;T'Fex:ty
A;Fl—elezttz

(appl)

AThe :t) =>th ATkes:t]
AT Fepes:th
By induction, we have A;T F e; : (t1 — t2) A (1 — t5) and A;T F ey : t1 A t}. Because
intersection distributes over arrows, we have (t1 — t2) A (t] — t5) < (t1 Aty) — (t2 A t5). Then
by the rule (subsum), we get A;T F e1 : (t1 At]) — (t2 A th). Finally, by applying (appl), we get
AT Feg e : ta Ath as expected.
(abstr): both derivations end with an instance of (abstr):

(appl)

Vi € I,] e J. A/;F,(x:tioj) }‘6’@[0']'] 1805

’
A= Auvar(Nicr ey tios = sioj)

. Nierti=si 1, e T
AT H )\[Uj]jeJ z.€ : Nicsjestio = $i0;

Viel,jeJ A";T, (z: tioy) F 6/@[0']'] 18,05
A':AUvar(/\ tiaj ‘)&;O’j)

AT AT
! lojlje.

iel,jes

—>Sq N T T
| we ./\iel,jeJtla] — 8i0;

It is clear that
( /\ tiO'j—>S¢O'j)/\( /\ tin%Sin)Z /\ tio; — 8i0j
iel,jeJ iel,jed iel,jed
By subsumption, the result follows.
(case): both derivations end with an instance of (case):

toi‘\t = A;T'kei:s
A;FF60:t0
to £t = A;T'key:s

A;TFE (eg€t?er:e2): s (case)
e taﬁ_\t = A;Fl—elzs'
A;Fl*eoité

to £t = A;Tley:s
(case)

AT F (eg€t7er s e2): s
By induction, we have A ;T - eg : to A ;. Suppose to Aty £ —t; thento £ —t and ¢, £ —t.
Consequently, the branch e; has been type-checked in both cases, and we have A;T" - e; : s A s’ by
the induction hypothesis. Similarly, if o A t(, £ t, then we have A ;T I e : s A s’. Consequently, we
have A; T F (eg€t?ey : 62) sAS by the rule (case).
(inst): both derivations end with an instance of (inst):

ATHe:t oA . ATFe:t ofA
! (ZnSt) / !
AT Féo]:to A;Tkeéo]:to
By induction, we have A ;T ¢’ : t At'. Since o ff A, the rule (inst) givesus A; T Fe'[o] : (¢ At)o,
thatis AT+ €'[o] : (to) A (t'0).
(inter): both derivations end with an instance of (inter):

(inst)

VieJ AT EFe o] t; . VjeJATkFeéloy:t]

y (inter) - -

A;Fl—e[aj]jeJ:/\jeth A;Fl—e[oﬂjejz/\jeth

where |J| > 1. By induction, we have A;T' - ¢'[o;] : t; At} for all j € J. Then the rule (infer) gives
us AT e'[ojljer « N\je (i ALh), thatis, AT F€'os]er : (Njes ti) A (Njes ti)-

Otherwise, there exists at least one typing derivation which ends with an instance of (subsum), for
instance,

(inter)

ATFe :s s<t

; (subsum) —_—

A;T'He :t A TkHe:t
By induction, we have A;T" ¢’ : s At'. Since s < t, we have s A t' < t A t'. Then the rule (subsum)
givesus A;T e’ : t At as expected. O
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Lemma B.3 (Generation for values). Letf v be a value. Then

1. IfA;T'Fw: b, then v is a constant ¢ and b, < b.

2. If AT w1 X tg, then v has the form of (v1,v2) with AT F v; : t.

3 IfA;T vt — s, thenv has the form of A ’EI; ?511: eo with N\icp je;(tio — sioj) <t —s.
Proof. By a simple examination of the rules it is easy to see that a derivation for A;T" - v : t is always
formed by an instance of the rule corresponding to the kind of v (i.e., (const) for constants, (pair) for pairs,
and (abstr) for abstractions), followed by zero or more instances of (subsum). By induction on the depth
of the derivation it is then easy to prove that if A;T" - v : ¢ is derivable, then ¢ #Z 0. The lemma then
follows by induction on the number of the instances of the subsubsumption rule that end the derivation of
A ;T F v : t. The base case are straightforward, while the inductive cases are:

A ;T v : b: vis by induction a constant ¢ such that b. < b.
A ;T Fov:t; X te: vis by induction a pair (v1,v2) and ¢’ is form of (¢] X t5) such that A;T F v; : ¢;.

Here we use the fact that the type of a value cannot be 0: since 0 2 (] x t5) < (t1 X t2), then we have
t; < t,. Finally, by (subsum), we have A ;T - v; : t;.

A;TFuv:t— st vis by induction an abstraction \|*S* " 7%

oyyes  T-€0 such that A
t—s.

iel,jeJ(tin — si05) <

O

Lemma B.4. Let e be an expression and [0} e, [0k|kek two sets of type substitutions. Then

(eQ[oj]ies)Qlok]lkex = eQ([ok]rex © [0j]es)

Proof. By induction on the structure of e.

T (cQ[oj]je0)Qlok]kex = cQlog]kex
_ = Q([ok]kex o [ojljer)
(2Q[oj]jes)Qok]ker = xQ[ok]rex

2Q([ox]rex o [05]je1)
e = (e1,e2):
((e1,e2)@loyljer)Qlowker = (e1@[oy]jes, 2Qlo;]je)Qlonlrex S
((e1Q[o]¢7)Qok]kek, (e2Q@[0;];c5)Q[ok]kex) (by induction)
(e1Q@([ox]kex o [05]ie0), €2Q([ok]ker © [0]]je)

(e1, e2)Q([ok]ker 0 [05]jes

e=mi(e):
(mi(e")Qloj]jes)Qloklrer =  (mi('Qloj]jer))Qlor]kex
= mi((€'Q[oj]jes)@[ok]ker) (by induction)
= mi(¢Qlow]rex o [05]5e))
= 7(e)Q([oklkex o [oj]jcs
((ere2)Q[oy]je)Qlor]kerx =  ((e1Q[o;]5e7)(e2@]0;]5e7))@ok]rex S
= ((e1Q[oj]jes)Qlok]kex)((e2@[o;]je.)@[ok]kex) (by induction)
= (e1Q([ox]rex o [0j]5e0))(e2Q([ok]kek © [0]]5es
= (e1e2)Q([ok]kex o [oj]jes
€= [0176/]1;/1271311:'6“

((Aerh =% e los]jes)Qowleer =  (ALS 0 .€')Qlon]rex

lojlreqr [”J]JI";:J:[U yary EJ’ ,
_ Nie S
( [Uk]kteKo[U]]J€ solojl; e )
i —S;
= (A T.e )@([Uk]kEK o[oljer)

E
e=-eoEt7e; : et similarto e = (e, e2)
e = 6/[0'1‘]2‘61:
((€'[oilier)Qloj]jes)Qlok]kex =  (€'Q([o]je 0 [oilic1))Qlok]kex
€' Q([ok]kex o [05]jes o [0ilier) (by induction)
= (€[oilier)Q([ox]kex o [0]je)
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Lemma B.5. Ler e be an expression, o an expression substitution and [0;]jc a set of type substitutions
such that tv(o) N U, ; dom(c;) = 0. Then (e0)@[o;]jcs = (eQ[o;]je)e.

Proof. By induction on the structure of e.

7. (co)Qlojljes cQlojljes
C
co
(cQ[oj]jeq)0

e =x: if x ¢ dom(p), then
(z0)Qlojljes = 2Q[oj]jes
T
ro
(zQ@[ojljer)0
Otherwise, let o(x) = €’. As tv(g) N, , dom(a;) = 0, we have tv(e’) NJ; ., dom(c;) = 0. Then

(z0)8[oj]jer = €/Qloljes
e
zo

(zQ[o;]jes)e

e = (e1,e2):

((e1,e2)0)Q[o5]jes = (e10,€20)Qoj]jes

((619 [OJ]J€J> 629)@[0]]_7€J) ) )
((e1@Q[oj]je7)0, (€2@Q[oj]jes)0) (by induction)
Eel@[UJ}JeJ&?@[UJbeJ)Q

(e1,e2)@[oj]jeq)0

e=m(e)
(mi(¢)0)@lojljer = (mi(€/0))Qloylies
= mi((e'0)Q[oj]jes ) )
= mi((e1@Q[oj];es)0) (by induction)
= mi(e'Qlo]jer)e0
= (m(e'))@[aj je)e

((ere2)0)@[oj]jes e10)(e20))Q[o;];
e10)Q[o;] e7) 5629)@[‘7]}]6])

((

(( (

Egel@[ajbe])g)( €2@Q[o;]jes)0) (by induction)
( )

e1Q[o;]jes)(e2@[oy]je0))0
e1e2)@oj]jer)o
Nierti—s; ’

e=2A z.€e':
loklkek
Nierti—si Nigrti—s;
((A["lj;e; z.¢')0)Qlo;]jer = ()‘[azj;e; z.(e'0))Q[oy]jes
— Nigrti—sq ’
= A z.(e'0)

[U/\j]jet]‘i[fsk]kel(
7 i ’
( [aﬁjeﬂ[%]ke[(x e')o  (because tv(e) N, ¢, dom(c;) = 0)

ierti—s;
(Ag5is e’ @log]jer)e

e=egEt7e; : €2

((eo€t?er : €2)0)Qloj] et

((eo0)€t? (e10) : (e20))Qlo;]je

((e00)@[o;]jer)€ 7 ((€10)@[o;]5€) : ((e20)@[0;]5e)

((e0@lo;]jer)0)€t 7 ((e1@[oj]je5)0) : ((e2@]o;]je)0)  (by induction)

((e0@[oj]jes)€L? (€1@[0;]je) : (e2@[o;]5e7))0

((eoet?el : 62)@[0j}jej)g

e = €'[ok]kek: using a-conversion on the polymorphic type variables of e, we can assume tv(g) N
Uex dom(ow) = 0. Consequently we have tv(o) NU;¢ s e x dom(o; 0 %) = 0, and we deduce

((€'[ok]kex)0)Qloj] e (€' 0)[or]rer)Q[o;]jer
(6/9)@([UJ]J€J o [ok]kek)

(e'0)Q[o; o ok)jerrex

E@: [0j 0 okljcaker)e (by induction)
(

€'Q([o]jes o [ok]ker))e
e'[or]ker)Qloj]jer)o
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Lemma B.6 ([Expression] substitution lemma). Let e e1,..., e, be expressions, x1i,...,xn distinct
variables, and t,t1, . .., ty types. IfF AT, (z1 2 t1), ..., (zn i tn) F e tand AT & e; : t; for all i, then
AT Feferfp,...,en/g,}: t

Proof. By induction on the typing derivations for A;T', (z1 : t1), ..., (zn : tn) F € : t. We simply “plug”
a copy of the derivation for A;I" - e; : t; wherever the rule (var) is used for variable x;. For simplicity,
in what follows, we write I for I', (z1 : t1),. .., (@ : t») and g for {€1/z,,. .., €n/z, }. We procede by a
case analysis on the last applied rule.

(const): straightforward.
(var): e=zand A; T -2 : T'(z).
If x = x;, then IV(z) = t; and xo = e;. From the premise, we have A ; T' - e; : ¢;. The result follows.

Otherwise, IV () = I'(z) and z¢ = x. Clearly, we have A ;T  z : T'(z). Thus the result follows as
well.

(pair): consider the following derivation:

A;F’I—elztl A;F’I—elztl
A;F/l—(€1,62)2(t1 ><t2)

By applying the induction hypothesis twice, we have A;T" F e;o : t;. By (pair), we get A;T"
(e10,e20) : (t1 X t2), thatis, A;T F (e1,e2)0: (t1 X t2).
(proj): consider the following derivation:

(pair)

A;F’}—e’:tlxtg .
A,F/ = 71'7;(6/) tt; (pTOJ)
By induction, we have A ;T F €'p : t1 X t2. Then the rule (proj) gives us A ;T + m; (€’ o) : t;, that is
A,F - TI'Z'(GI)Q tti.
(abstr): consider the following derivation:

Viel,jeJ AT, (z: tio;) b eQloy] : si0;

A'=AUvar(\c; e tio — 8i05) )
AT E NiertiTsig o1 t (CL St?‘)
' lojljes L€ ° Nier,jes tioj = si0;

By a-conversion, we can ensure that tv(¢) N {J;c; dom(o;) = (. By induction, we have A";T', (z :
tioj) b (e'Q[oj])o : sioj foralli € T and j € J. Because tv(p) N dom(o;) = 0, by Lemma B.5,
we get A";T,(z : tio;) F (¢'0)@Q[oj] : sioj. Then by applying (abstr), we obtain A;T +
f;’ﬁ;:;six.(elg) : Nier jestioj — sioj. Thatis, AjT (Af:ﬁ;?fsix.e)g t Nier jes tios =
si0; (because tv(o) N, ; dom(o;) = 0).
(case): consider the following derivation:

e tlﬁ—\t = A;F’I—elzs

A;F’Feoit’

'Lt = A;I'ley:s

AT F (eg€t?er te2): s

By induction, we have A ;T" - egp : ' and A;T | e;0 : s (for i such that A ;T I e; : s has been

type-checked in the original derivation). Then the rule (case) gives us A ;T (ego€t 7 e10: €20) : 8
thatis A; T F (eg€t7e1 : e2)o: s.

(inst):

case)

AT'Fe s oA
AT Feéo]: so
Using a-conversion on the polymorphic type variables of e, we can assume tv(g) N dom(c) = (. By
induction, we have A ;T I €'p : s. Since o §f A, by applying (inst) we obtain A; T + (¢'9)[o] : so,
thatis, A; T+ (e'[o])o : so because tv(g) N dom(c) = 0.
(inter):

(inst)

Vi e J. AT = e'[aj] 1ty

A;F/ [ el[O'j]jej : /\jeth
By induction, for all j € J we have A ;T + (e[oj])o : t;, thatis A;T + (e'o)[o;] : t;. Then by
applying (inter) we get A;T' & (€' 0)[o] e : Njestss thatis AT (€'lojljer)o: Njesti-

(inter)
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(subsum): consider the following derivation:
AT Fe:s s<t
AT Fe:t
By induction, we have A ;T' - €’ p : s. Then the rule (subsum) gives us A ;T - ¢e'p : t.

(subsum)

Definition B.7. Given two typing environments I'1, I'2, we define their intersection as

(D1 AT (z) = {Fl(x) AT2(z) ifz € dom(I'1) Ndom(T'2)

undefined otherwise
We define I's < T'1 ifT'2(z) < Ti(x) forall z € dom(I'1), and 'y ~ T if 'y < Toand Ty <Ty.

Given an expression e and a set A of (monomorphic) type variables, we write e ff A if o; § A for all the
type substitution o; that occur in a subterm of e of the form €’[0;];c (in other terms, we do not consider
the substitutions that occur in the decorations of A-abstractions).

Lemma B.8 (Weakening). Let e be an expression, T, I two typing environments and A" a set of type
variables. IF AT Fe:t, T/ <Tandef A, then AUA";T' Fe:t.

Proof. By induction on the derivation of A;I" I- e : t. We perform a case analysis on the last applied rule.

(const): straightforward.

(var): A;T F z : T(z). Itis clear that AUA"; TV + z : T'(x) by (var). Since I (z) < T'(z), by (subsum),
weget AUA TV -z : T'(x).

(pair): consider the following derivation:

A;FF612t1 A;erzitg( )
alr
A;Fl—(eheg)ttlxtz P

By applying the induction hypothesis twice, we have A U A’ ;T  e; : t;. Then by (pair), we get
AUA/;FI [ (61,62) 11 X ta.
(proj): consider the following derivation:

ATRe it xto
AT Em(el):
By the induction hypothesis, we have A U A’ ;T” I- €’ : 1 X t2. Then by (proj), we get AU A" ;T I
71'7;(6/) : ti.
(abstr): consider the following derivation:

(proj)

Viel,jeJ AT, (x:to;)t eQloj]: sio;
A" = AUvar(A\ tio; — $i0;)
AT )\[/;’JE]JI??S%@' : /\ieI,jEJ tio; — 8i0;
By induction, we have A” U A";TV, (z : t;0;) b €' @[o;] : s;o; foralli € T and j € J. Then by
(abstr), we get AUA" ;T - /\[Ao’ﬁ;;’vfs’m.e’ A tioc; — $:0j.
(case): consider the following derivation:

i€l,jed

(abstr)

ic€l,jeJ

I tlﬁ—\t = A;I'ktei:s
A;eroit,
'Lt = A;Thles:s

AT F (eg€t?er:e2): s

By induction, we have A U A";TV - ep : to and A U A";TI” - e; : s (for 4 such that e; has been
type-checked in the original derivation). Then by (case), we get AU A’ ;T = (eg€t 7 eq : €2) : s.
(inst): consider the following derivation:

(case)

ATHe:s ofA
AT Féo]: so
By induction, we have A U A";T" + €’ : s. Since e § A'(ie., €'[o] § A"), we have o § A’. Then
o §A U A’. Therefore, by applying (inst) we get AU A" ;T - €'[o] : so.

(inst)
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(inter): consider the following derivation:

VjieJ A;TFelo;]:t;
AT Feojlier Njests
By induction, we have A U A";TV + ¢€'[oj] : t; for all j € J. Then the rule (inst) gives us
AUA"T Feélojljes s Njests:
(subsum): there exists a type s such that

(inter)

ATkFe :s s<t
A THe :t
By induction, we have A U A’ ;T’ I ¢’ : s. Then by applying the rule (subsum) we get AU A’ ;T
et

(subsum)

O

The next two lemmas are used to simplify sets of type-substitutions applied to expressions when they
are redundant or they work on variables that are not in the expressions.

Lemma B.9 (Useless Substitutions). Let e be an expression and [0k ke K, [0 ke two sets of substitu-
tions such that dom(o},) N dom(cy) = 0 and dom(oy,) N tv(e) = 0 for all k € K. Then

AT F eQoglker i t <= AT F eQloy Uoy]ker o t
Proof. Straightforward. O

Henceforth we use “&” to denote the union of multi-sets (e.g., {1,2} W {1,3} = {1,2,1, 3}).

Lemma B.10 (Redundant Substitutions). Let [0;];cs and [0;];cj be two sets of substitutions such that
J' C J. Then

AT F eQlojljcquwr it <= AT F eQloj]jes 1 t
Proof. Similar to Lemma B.9. O

Lemma B.9 states that if a type variable « in the domain of a type substitution o does not occur in the
applied expression e, namely, & € dom(o) \ tv(e), then that part of the substitution is useless and can be
safely eliminated. Lemma B.10 states that although our [0;] ;¢ are formally multisets of type-substitutions,
in practice they behave as sets, since repeated entries of type substitutions can be safely removed. Therefore,
to simplify an expression without altering its type (and semantics), we first eliminate the useless type
variables, yielding concise type substitutions, and then remove the redundant type substitutions. It explains
why we do not apply relabeling when the domains of the type substitutions do not contain type variables in
expressions in Definition A.12.

Moreover, Lemma B.10 also indicates that it is safe to keep only the type substitutions which are different
from each other when we merge two sets of substitutions (e.g. Lemmas B.13 and B.14). In what follows,
without explicit mention, we assume that there are no useless type variables in the domain of any type
substitution and no redundant type substitutions in any set of type substitutions.

Lemma B.11 (Relabeling). Let e be an expression, [0;]jc a set of type substitutions and A a set of type
variables such that o; § A forallj € J. If AT F e :t, then

AT H e@[o'j]jgj : /\ tO'j
jeJ
Proof. The proof proceeds by induction and case analysis on the structure of e. For each case we use an

auxiliary internal induction on the typing derivation. We label E the main (external) induction and I the
internal induction in what follows.

e = c: the typing derivation A ;T" F e : ¢ should end with either (const) or (subsum). Assume that the
typing derivation ends with (const). Trivially, we have A;T" F ¢ : b.. Since cQ[o;];es = ¢ and
be 2 \;c s beoj, by subsumption, we have A ;' - c@oj] e 1 A\jc s beos.

Otherwise, the typing derivation ends with an instance of (subsum):

A;TkFe:s s<t
A Tke:t
Then by I-induction, we have A;I' = e@[o;]jes : A\;c;s0;. Since s < ¢, we get \\;_;s0; <
A\je s to;. Then by applying the rule (subsum), we have AT+ eQ[o;]jes = A\ to.

(subsum)
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e = z: the typing derivation A;I" + e : ¢ should end with either (var) or (subsum). Assume that
the typing derivation ends with (var). Trivially, by (var), we get A;T" + x : I'(xz). Moreover, we
have 2Q[o;]je; = = and I'(z) = A, I(z)o; (as var(I') C A). Therefore, we deduce that
AT F 2Q[oj]jes /\]eJ (z)o;.

Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = c, the
result follows by I-induction.

e = (e1, e2): the typing derivation A;T" - e : ¢ should end with either (pair) or (subsum). Assume that
the typing derivation ends with (palr)

Al"l—el t1 A;Fl_62:t2( )
air
A,Fl—(el,ez)ilﬁth P
By E-induction, we have AT & e;Qoj];es @ Ajc;tio;. Then by (pair), we get A;T"
(61@[0]'}]'6], 62@[0]'}]'6]) : (/\jeJ tlaj X /\jeJ tz(fj), that is, A A (61, 62)@[0'j]jej
Ajes(tr x t2)a;.
Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = ¢, the
result follows by I-induction.
e = m;(e’): the typing derivation A ;T I e : ¢ should end with either (proj) or (subsum). Assume that the
typing derivation ends with (proj):

A;Fl—e':h X to
AT Em(e):
By E-induction, we have A;T' = €'@[o;]jes @ Ao, (t1 X t2)oy, thatis, AT = €Qoj]jer :
(Ajest105 X ;¢ s t20;). Then the rule (proj) gives us that A ;T = m; (€' Qo] je) = ¢, tio;, that
is, A ' 71'7;(6/)@[0']'}]'6‘] : /\jEJ tia']'.
Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = c, the
result follows by I-induction.
e = ejez: the typing derivation A ;' - e : ¢ should end with either (appl) or (subsum). Assume that the
typing derivation ends with (appl):
ATkter:t—s A;T'kFex:t
A;T'Fejes:s
By E-induction, we have A;I' b e1@oj]jes + Ao, (t = s)oj and AT F ex@[oj] A, to;.
Since /\je](t — s)o; < (/\je‘, toj) — (/\].EJ s0;), by (subsum), we have A;T" - e1Q[o;] e :
(Ajestoi) = (N\jes s05). Then by (appl), we get
AT F (e1Q[oj]jeq)(e2Qoj]e0) /\ 505
JjeJ

(proj)

(pair)

thatis, AT+ (e1e2)@[ojjes : Aje s 505

Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = c, the
result follows by I-induction.

Nigerti—sq
lorlkex
Assume that the typing derivation ends with (abstr):

e= ¢’ the typing derivation A;T' - e : t should end with either (abstr) or (subsum).

Viel,ke K. A";T,(x: tiox) F €'Qoy] : sio
A=A Uvar(/\vEI wek Liok — Si0k)

y T —— (abstr)
A '+ )\[O'k hex xT.e : /\ieI,keK tior — Siok

Using a-conversion, we can assume that o § (var(A,c; pcx tiox — siox) \ A) for j € J. Hence
oj § A’. By E-induction, we have

A,;F, (x : (tiUk)) = (6,@[Jk])@[0j] : (SZ'O'}C)O'J'
foralli € I,k € K and j € J. By Lemma B4, (¢'@Q[o%])@[c;] = €'@Q([o;] o [0%])- So

AT, (@ : (tion)) - €'Q([oy] o [ok]) : (sion)o;
Finally, by (abstr), we get

ierti—s;

A;TH )\[Uﬁfak;y keKﬂc.e' : /\ ti(ojook) — si(oj o ok)
i€l,jEJKEK
that is,
icIty i
AT E OGS ae)@logler: NN\ tiow = sion)o;
jE€J i€l keK

Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = ¢, the
result follows by I-induction.
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e = e €t 7e; : ea: the typing derivation A ;T I e : ¢ should end with either (case) or (subsum). Assume
that the typing derivation ends with (case):

e tlﬁ—\t = A;I'ktei:s
ATHe
'Lt = A;T'kesy:s

A;TF (e'€t?er:e2): s
By E-induction, we have A;T' = €'Q[o;]jes : A\, t'0;. Suppose A, t'o; £ —t; then we must
have ¢ £ —t, and the branch for e; has been type-checked. By the E-induction hypothesis, we have
AT F e1@[oj]jes + \jeys0;. Similardy, if A ; t'o; £ t, then the second branch e has been

type-checked, and we have A;T' - e2@[o;] e : A\, ; 50, by the E-induction hypothesis. By (case),
we have

(case)

AT+ (8’@[0’j]j€,]€t ? 61@[0']']]'6] : 62@[0']']]'6(]) : /\ S0
jeJ
thatis A;T' - (e’et 7ep: 62)@[0']']]'6] : /\jGJ s0;.
Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = ¢, the
result follows by I-induction.
e = €[]z the typing derivation A ;T | e : t should end with either (inst) or (subsum). Assume that the
typing derivation ends with (inst):

A;THe:t otA
AT Eé€o]:to

Consider the set of substitutions [0 0 o];es. Itis clear that o; o o §f A for all j € J. By E-induction,
we have

(inst)

AT FeQ[ojoo0]jer: /\ t(oj 0 0)
jeJ
thatis, AT = (e'[o])Qoj]jer = A\jc,(to)o;.
Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = ¢, the
result follows by I-induction.
e = ¢'[ok]keK: the typing derivation A ;T I e : t should end with either (inter) or (subsum). Assume that
the typing derivation ends with (inter):

VkGK.A;Fl—e,[Jk]:tk

AT F e okkex : /\keK tr
As an intermediary result, we first prove that the derivation can be rewritten as

(inter)

A;THe:s orfA
Vke K. A;TFe€lok]: sox
AT Felorlver © Ay 50k Niex 50k < Npeg tr
A;Fl—el[ak}kekz/\keKtk

We proceed by induction on the original derivation. It is clear that each sub-derivation A ;T F €[] :
ty, ends with either (insf) or (subsum). If all the sub-derivations end with an instance of (inst), then for
all k € K, we have

(subsum)

A;FFQIZS}@ O’kﬂA
A I'H 6’[0’k] I SKOk
By Lemma B2, we have A;T" + € : A, _,su. Let s = A,y sk Then by (insr), we get
AT k€ [ok] : sox. Finally, by (inter) and (subsum), the intermediary result holds. Otherwise, there is
at least one of the sub-derivations ends with an instance of (subsum), the intermediary result also hold
by induction.
Now that the intermediary result is proved, we go back to the proof of the lemma. Consider the set of

substitutions [} 0 x| jekek . Itis clear that o o o, § A forall j € J, k € K. By E-induction on ¢’
(i.e., A;T e : s), we have
A;Fl—e/@[aj 0 Okljeskek : /\ s(oj 0 0x)
jeJkEK
that is, AT = (€'[ok]kerx)@ojlics = Ajes(Npex 50%)05- AS N 50k < Aper te We get
Njer(Niex 501)05 < Nje s (Arer te)oj. Then by (subsum), the result follows.

Otherwise, the typing derivation ends with an instance of (subsum), similar to the case of e = ¢, the
result follows by I-induction.

(inst)
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Corollary B.12. IfA ) '+ e[O'j]ng . t, then A X I+ 6@[0']']]'6] it
Proof. Immediate consequence of Lemma B.11. O

Lemma B.13. If A;T + eQ[ojljcs : t and ATV + eQojljer : t', then A UA ;T AT F
eQlo;ljcgug t AL

Proof. The proof proceeds by induction and case analysis on the structure of e. For each case we use an
auxiliary internal induction on both typing derivations. We label E the main (external) induction and I the
internal induction in what follows.

e =c: eQ[oj]je; = eQ[oj]cr = c. Clearly, both typing derivations should end with either (const) or
(subsum). Assume that both derivations end with (const):
— t ————FF (const
A;TFce:be (const) A';F’Fc:bc( )

Trivially, by (const) we have AUA’ ;T AT I c: be, thatis AUA' ;T AT b eQ[oj]je 00 ¢ be. As
be = be A be, by (subsum), the result follows.

Otherwise, there exists at least one typing derivation which ends with an instance of (subsum), for
instance,

AT F eQlojljes:s  s<t
AT F eQ[ojljes : t
Then by I-induction on A ;T F eQ@[o;] ey : sand A" ;T F e@[o;] e,/ : t', we have
AUA" ;T AT F eQoj]jequy s AL
Since s < t, we have s A t' < t At'. By (subsum), the result follows as well.

e = x: eQoj]jes = eQoj]je s = . Clearly, both typing derivations should end with either (var) or
(subsum). Assume that both derivations end with an instance of (var):

(subsum)

(var) (var)

A;Tkaz:T(x) ATz T ()
Since z € dom(T") and z € dom(I’), x € dom(I' AT”). By (var), we have AUA";T AT  x :
(T AT)(x), thatis, AUA";T AT F eQ[o]cquy : T(z) AT ().
Otherwise, there exists at least one typing derivation which ends with an instance of (subsum), similar
to the case of e = ¢, the result follows by I-induction.

€ = (617 62): 6@[0']'}]'6] = (61@[0’j]]‘e], 62@[Uj}jej) and

eQlojljer = (e1Q[oj]je7, €2@[o;];¢7). Clearly, both typing derivations should end with either
(pair) or (subsum). Assume that both derivations end with an instance of (pair):

A;F}—el@[aj]jeJ:sl A;Fl—eg@[crj]je]:sQ
A;F [ (61@[0']']]'6J,62@[U]']]'€J) : (81 X 82)

(pair)

AT Fe1@lojljes 181 AT F eaQlojljer : sh
A" T (e1Qoj] e, €2Q[oj]e07) 1 (81 X sb)

By E-induction, we have A U A";T ATV + €;Q[o;]jequsr ¢ Si A s;. Then by (pair), we get
AUA";T AT F