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1. Introduction

Educators, generals, dieticians, psychologists, and parents
program. Armies, students, and some societies are programmed.
An assault on large problems employs a succession of programs,
most of which spring into existence en route. These programs are
rife with issues that appear to be particular to the problem at
hand. [...] For all its power, the computer is a harsh taskmaster.
Its programs must be correct, and what we wish to say must be
said accurately in every detail. As in every other symbolic
activity, we become convinced of program truth through
argument.

Alan J. Perlis, in the foreword for Structure and Interpretation of
Computer Programs, (Abelson and Sussman, 1996).

Computers and software have become ubiquitous in our every-day life. The huge
majority of office work is done using computers, communication is done using email or a
software-controlled mobile phone, LEGO sells programmable robots. These applications
are non-critical, so when there is a problem with the hardware or the software, one will
usually try again, fix the problem when there is time or simply live with it. However,
computers have been increasingly used in environments where wrong behavior can have
serious consequences: military and civil airplanes, cars and subway trains are now partly
controlled by software; software makes medical devices work; huge amounts of money
are traded on financial markets by computer programs every second. These applications

are critical, a single fault in the system can trigger loss of money, or human lives, or
both.

1.1. Generalities

A computer program, or simply program, is a list of instructions intended to be executed
by a computer. It is also intended to be human-readable and human-writable. The text
of a program is also called the source code or simpler code. Computer programs are
written in a programming language; such a language is defined by its syntaz, which
describes the form of valid programs, and its semantics, which describes the meaning
of valid programs. Programs in a human-readable language are in general not directly
understandable by a computer, so they have to be compiled (translated) to machine
code, a simpler programming language that is easy to interpret by the computer but
very difficult to understand for humans, because of the absence of structure and the
presence of many operational details. This translation process is done by a compiler,
another program.
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A computer program generally accepts a problem description as an input, and gives
an answer as an output. All but the simplest programs are divided into functions or
procedures, smaller parameterized units of instructions. Instructions manipulate data,
which is stored in the memory of the computer. Data structures are a way of representing
and structuring data in a program. A module is a group of functions or procedures that
deal with the same problem domain and/or data structures. An algorithm is the idea
of a program, independently of a particular programming language or computer. An
algorithm is intended to solve a problem, i.e., to give a correct answer to a question
given in a certain way. There may be several algorithms which solve the same problem.
An algorithm can also be formulated in English. A concrete program which has been
written with an algorithm in mind is called an implementation.

A specification is a text that describes the expected behavior of a program or algo-
rithm. Often, a specification describes conditions on the input (a precondition) of the
program under which it is supposed to function. It also describes properties of the
output of program (a postcondition) that are guaranteed if the program is correct. As
an example, a program to compute the square root of a real number should expect this
number to be positive, and should return a number which actually is (or is reasonably
close to) the square root of the input. A specification can be either informal, i.e., given
in English or with the help of diagrams, or formal, in which case it will probably be
expressed using logical formulas. The informal specification of a program computing
the square root has just been given. The formal one can be expressed as follows. If the
input value, call it z, satisfies the condition

x>0,
then the output value, call it r for result, has to satisfy the condition

r=+/x.

An error in a computer program which causes it to not produce the intended result
is called a bug. The activity of searching and correcting bugs is called debugging.
A program or algorithm is correct when under all circumstances the specification is
verified. This definition also makes it clear that a program or algorithm can never
be correct by itself, it can only be correct with respect to a specification. Another
important distinction is between a safety specification which basically only states that
the program does not crash and a functional specification, which includes properties
about the intended result.

1.2. Methods to Obtain more Reliable Programs

For decades now, high reliability has been an important research focus. Many methods,
to either find bugs in existing software or avoid writing faulty software in the first place,
have been devised. We only present a few of them.

1.2.1. Testing

The first such method is testing (Kaner et al., 1993; Myers and Sandler, 2004). In its
simplest form, testing consists in choosing a set of input values and determining the
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expected output for each of it, then running the program to be tested on each input
and comparing the actual output of the program with the expected output. Testing
can take place at the program or function level. We briefly describe a few notions in
the area of testing.

Black box testing takes place when the program or function is considered to be an
opaque unit, i.e., one does not take into account its internal implementation.
Black box testing can test for general correctness.

White box testing takes place when the selection of the test input depends on the pro-
gram code to be tested. This can be useful to test a particular aspect of an
implementation or algorithm, which may not be relevant for other implementa-
tions of the same algorithm, or different algorithms solving the same problem.

Coverage A test may not execute all instructions of a program. The coverage is the
proportion of code executed during a test. In general, testing aims to maximize
coverage.

Unit tests test a single function or module of the program, instead of the entire program.
Integration tests test the interaction between two modules.

Regression tests test the program against known problems in prior versions, so that
an unintended reintroduction of these problems by future modifications of the
program can be easily detected.

Contracts (Meyer, 2000) are test conditions, similar to pre- and postconditions, that
usually appear at the beginning and at the end of a function. During the devel-
opment of the program, they can be executed each time the function is called,
to test the validity of input of the function and the correctness of its output.
These test conditions are usually removed for efficiency reasons once the program
is used in a production environment. Originally introduced by the language Eif-
fel (Meyer, 1992), this concept has been reused by others, for example in the
executable specification language JML (Leavens et al., 2009).

Test driven development describes a process of software development in which the test is
written before writing the program or function to be tested. This process is meant
to encourage proper analysis of the problem before starting to write the program.
Test-driven development has first been proposed by the eXtreme Programming
movement (Beck and Andres, 2004).

Testing is intuitive and relatively cheap to set up. This is certainly the reason why
testing is nowadays extensively applied to software development in all parts of the
industry. Much research has been dedicated to automatically generating test input. In
this setting, the distinction between black box and white box testing becomes even more
important. Formal or informal specifications have been used to guide this automated
generation.

Probably the biggest drawback of testing is that it gives relatively weak guarantees
about the correctness of the tested program. It can only verify the well-behavior of
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the program for the chosen pairs of input and output values, but other situations may
occur when the program is actually used. The reason is that even in very simple cases,
the input domain of a program is infinite, but only a finite (and usually small) amount
of input values can be tested. This fact implies that testing alone is not sufficient for
critical systems, where one wants to guarantee the absence of bugs.

1.2.2. Formal Methods

Given the inadequacy of testing to guarantee the absence of bugs, we have to turn to
other methods. The field of formal methods (Monin, 2002) tries to give better guaran-
tees; it is an extremely vast field, but one can say that formal methods try to apply
advances in mathematics, logics and theoretical computer science to the correctness
of programs. The notion of formal method is related to the notion of static analysis.
Static analysis describes processes that reason about computer programs without eze-
cuting them. Testing does not belong to static analysis because it necessarily has to
run the program to observe its output. Static analysis is most successful when the
programming language has a clear semantics, i.e., the meaning of every statement of
the language is clearly defined, so that one does not need to execute it in order to
understand its behavior.

Model checking and bounded model checking. Model checking (Clarke et al., 2000)
can be seen as exhaustive testing. Historically, model checking has first been applied
to hardware components, and it has been applied to software later. Model checking
represents the component to be checked by an abstract model consisting of states that
may or may not verify the properties to be checked. Each instruction corresponds to a
state change. The resulting diagram can now be exhaustively explored (in the case of
hardware components), starting from the initial state, and the property to be checked
can be verified in each reachable state. The variant bounded model checking does only
test if all states reachable in n steps are valid, for a given n.

Exhaustive model checking is again impossible for even very simple computer pro-
grams, because the number of states is infinite. So only bounded model checking is
directly applicable, but it can give only limited guarantees.

Abstract interpretation. Another way to deal with the infinite number of states is to
only consider a finite number of abstract states. Each possible state of the program
is mapped to an abstract state. Each instruction, which was modeled as a transition
between concrete states in model checking, now becomes a transition between abstract
states. The mapping from concrete to abstract states is also called abstraction. The
properties to be verified, initially formulated for concrete states, are reformulated to
deal with abstract states instead. The transition diagram now becomes finite again and
can be exhaustively explored, similar to the way model checking works.

This method of abstracting the search space is called abstract interpretation (Cousot
and Cousot, 1979), and it has been used to verify properties of a large number of
industrial-sized programs. The verifier Astree (Blanchet et al., 2003) and the commercial
tool The Mathworks Polyspace, among others, are based on abstract interpretation.
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Because there are many more concrete states than there are abstract states, mul-
tiple concrete states may be mapped to the same abstract state. In particular, valid
states and invalid concrete states may be mapped to the same abstract state. For the
abstraction to be correct, it must be an overapproximation of the concrete states, i.e.,
every abstract state that contains at least one invalid state has to be marked invalid
as well. Therefore, the analysis on the abstract diagram may fail although the initial
program is correct, for example when all accessible concrete states are valid, but the
abstraction rendered invalid states accessible. In such cases, abstract interpretation
will report false positives, spurious errors that are present only due to the choice of the
abstraction. Different abstraction methods may result in more or less false positives.

Hoare logic. When the other methods fail, we need a more powerful technique to prove
the correctness of our programs. Probably the most powerful, but also the most expen-
sive way of reasoning about programs is called Hoare logic, sometimes also Floyd-Hoare
logic (Floyd, 1967; Hoare, 1969). The basic principle is to push the idea of specifica-
tions to its extreme and specify each instruction of a program with a precondition and
a postcondition:

{P} C{Q},

where C' is an instruction or a command, and P and @ are logical formulas expressing
the pre- and postcondition, respectively. The meaning of this expression is: in any
state where P is true, one can execute instruction C' and finish in a state where @ is
true. These so-called Hoare triples can be combined under certain conditions. As an
example, when one has established that the postcondition of an instruction C; is equal
to the precondition of an instruction Cs, one can certainly first execute C7, then Co
and obtain a state validating the postcondition of C5. In Hoare logic, this reasoning is
written as an inference rule:

{P} C1{Q} {Q} C2 {R}

TR o ()

where C7;Cy precisely means “execute Cp, then Cy”. An inference rule describes a
reasoning step. The hypotheses are written above the bar, and the conclusion below.
Similar rules have been developed for most constructs found in many programming
languages. The aim is to obtain, by successive application of these rules, a triple
{P} C {Q} where C is the entire program to be considered, and P and @ correspond
to the specification of the program. Once this has been done, one can conclude that the
program is correct with respect to its specification. Many sets of rules of Hoare logic
have been proved to be complete, i.e., in principle any correct program can be proved
to be correct.

The huge drawback of Hoare logic is that for programs of even moderate size it is
simply too much work to consider each and every instruction and establish a Hoare
triple for it. There have been many efforts to improve this situation. One way is to
propagate specifications automatically, and to require only certain key places to con-
tain specification annotations, such as function definitions and loops. For loops, these
special annotations are called loop invariants. The application of the rules can then be



1. Introduction

discovered automatically. The most popular variant of this is called the weakest precon-
dition calculus (Dijkstra, 1975). Other methods try to discover specifications or loop
invariants automatically. Nevertheless, Hoare logic and related methods remain by far
the most heavyweight solutions. On the other hand, to prove functional specifications
of complex programs they may be the only alternative.

Refinement. Refinement is a popular variant of Hoare logic where first a very high-
level specification of a program or module is given, a specification that does not need
to care about implementation details. In this initial phase of the process, abstract, or
mathematical instructions can replace actual instructions of the programming language.
This initial specification is then subject to one or several refinement steps; high-level
and abstract parts of the program and the specification are replaced by more and more
concrete instructions and specifications, until a fully executable program with a concrete
specification is obtained. Refinement rules help to assure that each refinement step is
correct. The correctness of the initial program and specification can be verified for ex-
ample using Hoare logic. Compared to using only Hoare logic, a user of refinement can
concentrate on the overall-structure of the program, and its high-level meaning, instead
of being overwhelmed by implementation details early in the development process. Re-
finement proceeds top-down, while Hoare logic is a bottom-up approach. The technique
of refinement has been enjoying a bit more use in the industry than approaches based
only on Hoare logic, in particular the B method (Abrial, 1996). It has been used to
verify, for example, the safety of the code of metro line 14 in Paris (Behm et al., 1999).

1.2.3. Language Techniques

We have mentioned several programming language independent techniques' to test or
guarantee a certain program behavior. There is another class of techniques that aims
to rule out certain well-defined classes of errors, but says nothing about other errors.
The two most prominent classes of errors are bugs due to memory access and typing
errors. Techniques to avoid these errors are usually directly built into the programming
language. We briefly present the problems and proposed techniques.

Memory management. In so-called low-level languages such as C (Kernighan and
Ritchie, 1978), the programmer has complete control over the memory used by the
program. If the program needs more storage space, the programmer has to allocate
(ask the system to provide) more memory; this memory needs to be freed after use, to
be able to reuse it later for some other purpose. The programmer can read from and
write to unallocated memory, and can leave memory uninitialized (it may contain any
data that was previously stored at the same place). This liberty is sometimes needed
to communicate with external devices, or can be used to write more efficient programs,
but it is also a source of bugs. Typical programming errors in languages such as C are
failure to initialize data (and get random results), failure to free unused memory (this
results in memory leaks, a situation where a long-running program uses up more and

Note that the principles of these techniques are language independent, but to apply them to a
particular program, they have to be adapted to the programming language that has been used.
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more memory of the system, while it actually uses only a moderate amount of space)
and access to unallocated memory (this can result in undefined behavior or program
crashes).

There have been many approaches to eliminate this kind of faulty behavior related to
memory management. Most modern languages have a garbage collector, a mechanism
that automatically deals with allocation and deallocation of memory as needed. This is
true for most object oriented languages with the notable exception of C++ (Stroustrup,
1991), all so-called functional languages such as the ML family (Leroy et al., 2008; Milner
et al., 1997) and Haskell (Peyton Jones et al., 2003), and all dynamic languages such
as Python, Perl and Ruby. Usually, at the same time the language denies direct access
to the memory. As a consequence, this mechanism makes memory leaks and access to
unallocated parts of the memory simply impossible. A garbage collector on its own
does not rule out problems related to the initialization of data.

Another technique is the obligation to initialize all allocated memory. Despite the
simplicity and usefulness of this restriction (of course it rules out problems with unini-
tialized memory, and the dreaded NullPointerException in Java), it has not seen as
much success in programming languages as garbage collectors. It is present in dynamic
languages and in functional languages, but mostly not in object oriented languages.

Type systems. Another widespread technique to avoid common programming errors
is a type system. A type system is a technique to avoid operations that do not make
sense, such as adding the boolean true to a number, as in

5+ true

If executed, such an operation can have undefined behavior or can even crash.

The idea of a type system is to attribute types to objects such as 5 and true. In
particular, 5 will be of integer type, often written int, and true of boolean type, often
written bool. One also associates a signature to each operation describing its input and
output types; for example + takes two integers and returns an integer. Looking at the
types, it becomes clear that true is not of the right type to be an argument to 4+. The
expression 5 + true contains a type error.

The field of type systems is very vast. A possible distinction is between static and
dynamic types. In a dynamic type system, the program itself, while running, detects
that a type error would occur and stops the execution of the program. The idea is that
such an abortion is usually preferred to continuing with undefined behavior. On the
other hand, static type systems are capable of detecting type errors at compile time,
i.e., during the translation of the program to machine code. A program that contains
a type error does not even get executed. Languages with static type systems usually
exploit typing information to compile programs more efficiently. A drawback of static
types is that the analysis can be imprecise, i.e., a program that cannot exhibit a type
error at runtime may be rejected anyway.

Another distinction is the obtained type safety. The language C has a static type
system, but it also gives the possibility to change the type of objects with an operation
called cast. Casts basically disable the type system for a part of the program. Un-
fortunately, the type system of C is so restrictive that casts are often the only way to
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achieve a certain behavior. Due to frequent casts and manual memory management, the
fact that a C program is well-typed does not give many guarantees about its run-time
behavior.

On the other hand, languages such as Haskell and ML give strong guarantees about
well-typed programs. Their type systems, in connection with their garbage collected
memory management, can guarantee that a well-typed program does not access unal-
located memory nor read uninitialized memory. It also cannot contain memory leaks
(in the sense described above). They also avoid type errors: the types of objects never
change, and expressions such as 5 + true can never occur, even during program execu-
tion. Certain types of runtime errors can still occur when the type system is not strong
enough to detect them, e.g., division by zero. Already in this setting, one can regard
typing as a way to prove the absence of certain errors.

Languages such as Coq (The Coq Development Team, 2008), Epigram (McBride and
McKinna, 2004) and Agda (Coquand and Coquand, 1999) take this idea even further
and have so expressive type systems that even functional correctness can be expressed
within the system. As an example, while usual type systems such as the ML type system
have a type list for list-like structures, in Coq one can define the type describing sorted
lists. As a consequence, a sorting function for lists would be characterized by stating
that it returns not only a list, but a sorted list. Its functional correctness has been
expressed using types. Types of this more powerful form are called dependent types and
there is very active research on how to use dependent types to prove programs. A nice
aspect of this way of specifying correctness is that there is no additional mechanism as
Hoare logic to be applied. Everything is already in the type system. However, these
systems put an additional burden on the programmer, who now has to prove that, for
example, the sorting function has indeed the expected type. In the end, a user of a
system with dependent types has to prove similar properties as a user of Hoare logic.

The dependent type systems of the last three languages are so powerful that they
open up new applications; they can be used to prove mathematical theorems. This
becomes possible through the remarkable Curry-Howard isomorphism (Curry, 1958;
Howard, 1980), whose slogan is that “proofs are programs and theorems are types.”
The main idea is that types in dependent type systems have the same structure as
logical formulas in logical systems that belong to the family of type theory. This means
that dependent types can be used to express theorems. To prove such a theorem,
expressed by a type, the user must supply a program that can be given that type. In
this sense, programming and proving really are the same activity.

1.3. Two Techniques Presented in more Detail

In this section, we want to introduce more thoroughly two aspects of program analysis
that are particularly relevant to this work, the ML type system and Hoare logic.
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Ty, Variables
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o = A| V | =
P,Q = B|PoQ|-P|Vx.P
[ {P}C{Q}|
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Figure 1.1: Hoare Logic, as defined by Hoare (1969).
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1.3.1. Hoare Logic in more Detail
The Definitions

C.A.R. Hoare, in his seminal 1969 paper (Hoare, 1969), introduces a very simple pro-
gramming language commonly called WHILE, and rules to reason about it. Fig. 1.1
describes the language and the rules. Programs in this language manipulate a fixed set
of mutable integer variables. Fzxpressions E can be formed using variables and arith-
metic operators. There are also boolean expressions B, returning a truth value. Finally,
commands C' consist of the no-op command skip, assignment x := E which modifies the
current value of x to the result of the expression F, sequencing using ; and while loops
which test against a boolean expression.

Along with this programming language, Hoare defines rules to establish Hoare triples
of the form { P } C { Q }, where P and @ are logical formulas. Formulas are either
boolean expressions, combined formulas using logical connectors or quantifications over
variables. It should be noted that expressions and boolean expressions are shared
between programs and logical formulas. Of course, the propositional values True and
False are also available.

The intended meaning of the triple { P } C { @ } is that in any state where P is
true, if one executes C, one reaches a state where () is true. This implies that the
formulas P and () can access the state; they do so by directly using the variables that
are manipulated by the program. All the rules, with maybe the exception of the ASSIGN
rule, are very intuitive: SKIP states that skip indeed does nothing (each formula that
is true before is true afterwards), SEQ states that one can chain two commands if the
postcondition of the first is equal to the precondition of the second. CONSEQUENCE
states that one can strengthen the precondition and weaken the postcondition. WHILE
states that if a formula P is true before the loop, and if the loop body C' preserves
P when the condition B is true, then P is true when exiting the loop, as well as the
negation of B. This rule is interesting because it introduces the notion of invariant; P
is a formula whose validity must be left unchanged by the loop body C.

The assignment rule ASSIGN? seems to be backwards: it states that if P is true after
assigning F to x, the formula obtained from P by substituting F for z is true before
executing the command. However, looking at an example shows that this is indeed a
good way to formulate what assignment does. The Hoare triple

{0=0}z:=0{2z=0}

is an instance of the axiom and is indeed intuitively correct. The precondition 0 = 0 is
trivially true and can be replaced by True using the CONSEQUENCE rule.

Notation. This is a good moment to make some comments about the notations used
throughout the document. A defined language is always written in capital letters, such
as WHILE. Parts of the concrete syntax, in particular keywords of the language, are
written in sans serif, such as the keyword while. Finally, names of inference rules are
written in small caps, such as WHILE.

2 ASSIGN is actually an aziom, as it has no premises.
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We use metavariables to denote different elements of the syntax, such as programs, or
formulas, or boolean tests in the case of the WHILE language. Metavariables are either
atomic, such as the metavariables x,y, ... representing program variables, or they can
correspond to a syntactic category. To describe the structure of such a category, we
use the following notation:

Vo ou= S| Sa| | S

V is the metavariable, and the S; are the different possibilities to build elements in this
syntactic category. The metavariable V' and any other previously defined metavariable
can appear in one or more of the .S;, in this case the category has recursive structure.
We can use more than one metavariable to define a syntactic category. As an example
consider the definition of formulas in WHILE:

P,Q = B|PoQ|-P|Vz.P

Here we say that the metavariables P and ) stand for formulas, and these formulas

can be constructed in four different ways; we use both P and ) to express the recursive

nature of the structure of formulas. For formulas, we will sometimes introduce the

notation P(x) to denote a formula that may contain the variable z. In this context, we

may then write P(F) to denote the same formula, with E substituted for x everywhere.
Inference rules are always presented like this:

H, H,
C

NAME

NAME is the name of the inference rule, H; to H, are the hypotheses of the rule, and
C is the conclusion of the rule. An instance or application of an inference rule can be
obtained by replacing all free metavariables of a rule by concrete instances. Inference
rules are always attached to some predicate or judgment, such as the Hoare triple
{ P} C{Q}. The conclusion of every inference rule belonging to this judgment is
of this form. In general, the hypotheses H; can contain judgments of this form as well.
The inference rules of a judgment thus describe a way to build proof trees to obtain
instances of this judgment. Rules whose hypotheses do not contain this judgment are
called leaves, because the proof tree ends at this point. Rules without hypotheses are
called azioms.

Another issue is the one of variable bindings. Most people agree that for formulas
such as

Va.P(z),

the variable name x chosen here should not be of any importance. The formula
Vy.P(y)
is an equally good way of expressing the same property. Also, when we write
x=0=Vz.P(x) (1.1)

the x on the left is distinct from the one on the right; in particular, as we just men-
tioned, we can replace the x on the right by y to make this distinction clear. Language

11



1. Introduction

constructs that introduce a variable name, such as V, are called binders. Variables that
refer to a variable introduced by a binder (such as the rightmost = in 1.1) are called
bound, while the other variables (such as the leftmost x in 1.1) are called free.

It follows from the discussion that bound variables are always distinct from all free
variables in the context and from each other. So, (1.1) is actually an abbreviation for

r=0= V2. P)

because bound variables are always different from free variables.

All this is very clear intuitively, but it becomes complicated when writing it down
(very) formally, or when implementing variable bindings, in particular when one uses
variable names such as = and y as binders. Indeed, one proposed solution to this
problem is to remove variable names from binders and to replace bound variables by
some means to point to the corresponding binder. These pointers could for example be
so-called de-Bruijn indices (de Bruijn, 1972), integers that count the number of binders
between the variable and the corresponding binder. In a pure de-Bruijn approach, free
variables are also replaced by integers, and the context has to clarify which integer
stands for which variable. In another, increasingly popular approach called the locally
nameless representation (Pollack, 1994; Aydemir et al., 2008), only bound variables are
replaced with integers, while free variables are represented by the usual variable names.
Of course, the context still has to state what a variable name stands for.

As variable binding is not the primary issue of our discussion, we will stick with
the less formal Barendregt convention (Barendregt, 1984), stating that bound variables
are always different from free variables in any given context, using variable names
everywhere. We believe that this practice is actually quite close to the locally nameless
approach, without its formal rigor.

Let us close the discussion about notation and go on with the discussion about Hoare
logic.

Partial correctness. It is important to note that, even when one has proved that
{ P} C{Q } holds, it can be the case that executing C' in a state validating P does
notresult in a state validating Q). Namely, when C does not terminate, it does not halt in
such a state. In fact, the definition of Hoare triples only guarantees partial correctness,
i.e., it does not exclude non-termination. So the more precise interpretation of a Hoare
triple { P } C { Q } is the following: If C' is executed in a state where P is true, and if
C terminates, it does so in a state where @ is true. In a partial correctness setting, if C
does not terminate, one can prove { P } C' { False }. Hoare logics that guarantee total
correctness can be formulated, and in this case the Hoare triple guarantees termination
as well. In the WHILE languages, the only rule that would have to be changed is the
WHILE rule, as while is the only construct that can be a source for non-termination.
A common way to achieve this is to introduce, in addition to the invariant, a variant.
A variant is an integer expression that must be non-negative and decreases at each
iteration of the loop. An additional hypothesis of such a modified WHILE rule could
look like this:

{2=FEA2>0}C{Z=EANZ>0n<z2}

12
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Auxiliary variables. Hoare logic in the presented form requires the use of auziliary
variables, variables that only appear in the logic, but not in programs, and whose
purpose is to stand for the value of a program variable at a given time. For example,
in Hoare logic one cannot directly express that the command x := x + 1 increases the
program variable by one; instead, one has to say the equivalent of “if x is equal to some
z before, x is equal to z + 1 after executing the command”. In Hoare triple notation,
we write:
{z=z}or=c+1{2=2+1}

Here, 2z stands for the value of z before executing the command.

Auxiliary variables can quickly become overwhelming in program proofs, and a user
may easily lose track which auxiliary variable stands for which program variable at
which point in time. A possible solution has been proposed in Why (Filliatre, 2003)
with the use of labels. A label L is simply a name given to a program point. We write
L(z) to say “the value of x at program point L.” Now, the previous Hoare triple can
be rewritten as follows:

{True} L:xz:=ax+1{x=Lx)+1}

where L is the program point just before the assignment.

Predicate Transformers

When justifying the rules of Hoare logic, they are usually read from top to bottom, as
the upper part represents the hypotheses and the lower part represents the conclusion.
When trying to prove a program using Hoare logic, however, one usually does the
opposite: Starting from a triple { P } C' { @ } that one would like to obtain, one tries
to apply the different rules bottom to top, in order to build a proof tree. Leaves of the
tree are either applications of one of the axioms SKIP or ASSIGN, or logical formulas to
prove such as in the CONSEQUENCE rule.

After doing a few proofs in Hoare logic, one finds that the applications of SEQ and
ASSIGN are completely mechanical. Sure enough one can come up with a function f
that takes as input a command C' and a postcondition ), and returns a precondition
P such that { P } C { @ }. And indeed, for skip, the sequence and assignment this is
easy:

f(skip,@) = @Q
flz:=F,Q) = Qz— E]
f(Cl; Ca, Q) = f(Cla f(027 Q))

This is just a different formulation of the inference rules, and it is easy to see that we
have

{fC,Q 1 C{Q}

For the WHILE rule as currently stated, this does not work, because the postcondition
in the conclusion is not atomic, and neither is the precondition. We therefore need to
reformulate this rule. A possibility is

BAI=P {P}C{I} -BAI=Q

W 2
ke { I } while B do C done { Q }

13
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This formulation can actually be derived from WHILE by the CONSEQUENCE rule. But
now there is a difficulty to carry over this rule to our function f; the problem is that in
order to call f on the body C, one needs the invariant I. There is no simple solution
to this problem, so for now we assume that the invariant is given along with the while
loop.

Let us try to find the corresponding case for the function f by looking at an example.
Let n be a positive integer; we would like to prove the following Hoare triple:

{z=n AN y=0 AN 0 < n}

while z >0do {I} z:=2—1; y:=y+ 1 done

{r=0A y = n}

where the loop invariant [ is
ITsz+y=n AN 0<x AN 0<y

In the following, let us call P the precondition of the triple, @ its postcondition, and C
the loop body. It is clear that we have to prove three different facts:

e The loop invariant I must initially hold. This can be reformulated by stating that
the precondition implies the loop invariant:

zr=n ANy=0A0<n = x+y=n A0z AN 0Ly
This can be easily proved.

e The loop invariant I is preserved by the loop body C, if the loop test was true.
This can be expressed by the following Hoare triple:

{a>0NT}yC{I} (1.2)
Instead of searching for a proof tree, let us compute f(C,I):

fC )& flr=r—-1 y=y+1, I)
Sflr=x—-1, z4+y+1l=nAA0<zxz AN 0<y+1)
Sr-—1+y+l=n AN0<z2-1 AN0<y+1
Sr+y=n AN0<zx-1 AN 0<y+1
The properties of f guarantee that we have { f(C,I) } C{ I },andifz >0 A I

implies f(C, I) — which is clearly the case — we can conclude by CONSEQUENCE
that (1.2) holds.

In essence, we had to prove x > 0 A [ = f(C,I), and this for any possible
situation. Translated to logic, this means that we have to quantify over the
variables in the formula:

VaVy¥n.x >0 A I = f(C,I)

e The invariant, when the loop condition is false, has to imply the postcondition Q).
Again, this must be true for any situation in which the loop stops, so we need to
quantify:

VaVyVn.—x >0 AN I=2=0 A y=n

14
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To summarize, a preliminary formulation of f for while loops is the following;:
f(while Bdo {I} C done,Q)=1 N (Yuo.B AN I = f(C,I)) N Vo.-B AN I=Q) (1.3)

where 7 is the list of involved variables.?

An important optimization can be applied to this transformation. We recall that in a
Hoare triple, the precondition refers to the state before the execution of the instruction,
and the postcondition to the state after. The function f can be seen as transforming a
logical formula (or predicate) about the final state into one about the initial state; such
functions are called predicate transformers. This discussion makes clear that the result
of f is a formula concerning the initial state, and this is why we didn’t quantify any
variables in the leftmost occurrence of I in (1.3). The variables in this occurrence of I
directly refer to the initial state. Now, if a variable does not change during the execution
of the loop, e.g., n in our example, all occurrences of n should be equal, independently of
the number of loop iterations. Therefore, we can restrict the quantification to variables
that are actually modified by the loop body. The final formulation of the case for while
loops is now the following:

f(while Bdo {I} C done,Q)=1 N (Ywo.B AN I = f(C,I)) N (Yo.-B N I=Q)

where @ denotes all variable names that are modified by the command C'. The list w
of modified variables is also called effect of C, and this will be a central notion in this
work.

Dijkstra (1975) proposed this style of reasoning: instead of using Hoare logic directly,
i.e., annotating every subexpression of the program, annotate only while loops and let
the rest be done automatically. Using the function f, one obtains a formula which has
to be proved to establish the correctness of the program. This formula corresponds
roughly to the conjunction of all the leaf formulas in the Hoare logic proof tree. In his
paper, Dijkstra calls the predicate transformer wp instead of f; wp stands for weakest
precondition, because wp(C, Q) is indeed the weakest formula P such that { P } C' { Q }.
This can be proved easily. Dijkstra actually gives a slightly different definition of wp,
partly because his language is a bit different from the WHILE language but also because
he is interested in total correctness.

Structural rules. There is a difference between the CONSEQUENCE rule and the other
rules of the system: CONSEQUENCE is not tied to a particular program construct; in-
stead, in can be applied everywhere. Such rules are called structural rules. On the
one hand, the presence of structural rules gives a lot of liberty over the way proofs
are done, on the other hand they are a hindrance when one wants to automate parts
of the process. The presence of structural rules also makes proofs about Hoare logic
more difficult: indeed, such proofs will often proceed by a case analysis either on the
structure of a program or the structure of a derivation tree in Hoare logic. Without
structural rules, both would be essentially equivalent: the structure of the program
would dictate the structure of the derivation and vice-versa. Contrarily, in the presence
of structural rules, these can be found everywhere in the proof tree. The wp formulation

3Here, and in the remainder of the document, we use a bar, such as 7, to indicate a list of objects.
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can also be seen as a variant of Hoare logic without structural rules, and thus easier to
automate and to reason about. As evidence that this is indeed the case, observe that
our formulation of wp has no equivalent of the CONSEQUENCE rule; therefore, in proofs,
there is one case less to be considered. Moreover, the structure of the program and the
structure of the recursive calls of the wp function are identical.

Limitations of Traditional Hoare Logic

We now describe two particular aspects of programs that are more difficult to deal with
in Hoare logic.

Aliasing. In the WHILE language, the set of program variables is fixed in advance.
This has two consequences which make life easier for Hoare logic. The first one is that
one cannot create any new variable; we will come back to this problem later. The
second one is that one always knows when two variables are different: simply when
they have different names. To illustrate this, let us look again at the ASSIGN rule:

{Plzr—E]|}z:=E{P}
or even better, a simple instance of it:
{0=0ANy=1}z:=0{xz=0Ay=1}

How can we know that the assignment of x does not modify y? The answer is that this
must be guaranteed by the language; in our case, the semantics of WHILE (which we
have not given) guarantee that modifying a variable can never modify another. If this
is not the case, Hoare logic as presented breaks down.
To see why, imagine that we add function definitions to our language, with the
following syntax:
function F(z1, -+ ,z,) =C

where the x1, ..., x, are the arguments of F' which can be used just as program variables
inside F'. Also, they are passed by reference, which means that F' can modify its
arguments, and these modifications are visible once F' has returned. A function call
has the following syntax:

C = - |F(x1, - ,2p)
Now it seems natural to postulate the following rule:

function F(xq,---,2,) = C {PrC{Q}

CALL { Plzi—=y] Y Flyr, - un) { Qi — ui] }

In English: when calling a function whose body is C, and for which we have proved
{ P} C{Q}, wecan prove the same triple for the function call, but replacing the
formal parameters x; by the actual parameters y;. But adding this rule is already
incorrect and the reason is that, in our modified language, the assignment rule is no
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longer valid. To see this, let us return to our previous example, but now let us put the
code into a function call:
function F'(z,y) =2 :=0

This function sets its first argument to zero and ignores its second argument. We can
easily prove the Hoare triple

{0=0ANy=1}2:=0{z=0Ay=1}

for the body of the function, using the ASSIGN axiom. But if we call F' with the same
actual parameter a for both formal parameters, we arrive at a contradiction:

{0=0Aa=1}F(a,a){a=0 AN a=1}

while the precondition can be easily satisfied (just assume that a = 1 before calling F'),
the postcondition is clearly false: a cannot be simultaneously equal to 0 and to 1.

The reason for this faulty reasoning is a breach of contract. When proving the Hoare
triple for the body of the function, we have assumed that = and y are different (by
application of the ASSIGN rule), but this turned out to be false when F' was actually
called. The variables z and y have become aliased.

This is the aliasing problem and there have been uncountable attempts to solve it.
Our example of aliasing may seem contrived, but similar situations arise when reasoning
about more complex structures such as arrays, mutable lists, and trees. There are
roughly three possibilities to solve this problem:

e One can disallow aliasing entirely by restricting the language, in particular func-
tion calls. For example, a common syntactic restriction of early papers in the
Hoare logic community was that function calls were not allowed to mention the
same variable twice (as in F'(a,a)). These approaches may potentially add some
analysis to recover from common situations. More systematic proposals, but still
based on the idea of disallowing aliasing, are the proposal called Syntactic inter-
ference (Reynolds, 1978) and the Why language (Filliatre, 2003).

e One can disallow using mutable program variables directly in the logic; instead,
the logic provides access and update functions (acc and upd) and some means to
talk about the state. In our example of the assignment of x that may or may not
leave y unchanged, the following Hoare triple is now correct:

{acc(z,upd(x,0,s)) =0 A acc(y,upd(z,0,s)) =1}
z:=0
{acc(z,s) =0 A acc(y,s) =1}

As before, the first equation of the precondition reduces to 0 = 0 and is trivial,
but the second equation can only be simplified if one knows if x is equal to y or
not. In particular, if x = y, the equation reduces to 0 = 1 and cannot be proved;
the Hoare triple is still correct. The functions acc and upd actually form a simple
memory model, a way to reason about the memory layout of a program.

The Pioneers of this approach are Cartwright and Oppen (1981). A problem of
this approach is that all assignments must now be justified using the acc and
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upd functions, and a large amount of inequalities between variables is needed.
The reason is that when a single variable is modified, the entire state of the
program is considered to be modified. Many extensions have been proposed to
obtain inequalities between variables for free, for example when two variables are
of different type. Examples of these extensions are the papers of Burstall (1972)
and Bornat (2000). Tools such as Caduceus (Fillidtre and Marché, 2007) are
based on these techniques. Another line of work uses analyses such as the one by
Tofte and Talpin (1997) to cut the memory into small separate pieces instead of
one huge block. Variables that live in different regions are automatically different.
An example of an application of this technique is (Hubert and Marché, 2007).

One can also observe that this approach corresponds to the standard Hoare logic
approach with only a single mutable variable s, the state. The actual mutable
variables of the program, such as  and y above, are simply considered as entries
in the state, and they never change (they always point to the same entry). The
contents of the entry can change, using the upd function. An assignment operation
such as x := 0 becomes syntactic sugar (an abbreviation intended to increase
readability of a program) for an assignment to s:

s :=upd(z,0, s)
Using this viewpoint, the rules of Hoare logic do not need to be changed at all.

Another, radically different approach is separation logic. Here, the state is built
into the semantics of the logic, but does not appear explicitly in formulas. A for-
mula of the form x +— v states that the program variable x does contain the value
v; the formula’s support is the memory location of x. The separating conjunction
x can be used to connect formulas with disjoint supports: the formula

z—0 AN y—1
states that = and y currently have certain values, but the formula
r—0xy—1

additionally states that z and y are not in the same memory location; the formula
is false if z and y are in fact the same location. In our running example, the Hoare
triple

{z—=nxy—1}z:=0{z—0xy—1}

is correct for any n and can become the specification of the function F. For a
function call F'(a,a), the precondition of F' becomes

a—~nxar 1

which is always false, because the left and right hand side of the star share the
memory location of a in their support. The Hoare triple itself remains correct
even after substitution.

Separation logic was first introduced by Reynolds (2002), and it has attracted
considerable attention since its discovery (Nanevski et al., 2006). We call this
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approach radical because it means a departure from the well-understood and
well-supported tools that first-order logic and standard higher-order logic have
been for decades.

Functions as values. Hoare logic was initially introduced using the WHILE language,
but is has been subsequently extended and refined to languages with procedures and
functions, recursive procedures, local variables, arrays and so on. Apt (1981) gives a
detailed overview of the first ten years of Hoare logic. With the rise of the influential
Algol language (Backus et al., 1960), it also became a challenge for the Hoare logic
community to apply their techniques to this language. However, Algol is relatively rich
and contains procedures and functions, nested procedures and higher-order functions,
i.e., procedures that can take other procedures as parameters. The problem is the
following: if F' is a function parameter of some other function, what can possibly be
said about a call to F'? In other words, what does a Hoare triple for calls to function
parameters look like:

{7} F@) {7}

A possibility is to inline higher-order function calls; if
function G (F) =C

is a higher-order function definition, instead of reasoning about C' separately, and then
about calls to G, say G(F"), one can simply reason about C[F +— F']. This approach,
expressed by a rule which is usually called the CoPY rule, is simple and works, but it
is very inelegant. Most importantly, it is not modular: if C' is a big and complex piece
of code, and if it is called several times in the main program, one has to reason several
times about (almost) the same code. Modularity, the ability to reason separately about
separate components of a program, is considered to be one of the key properties to have
for any proof system.

Clarke (1979) was able to prove that a sound and complete Hoare logic for a pro-
gramming language with the following features:

1. procedures as parameters (higher-order functions)
2. recursion

3. static scope

4. global variables in procedure bodies

5. nested procedure declarations

could not be defined using a first-order annotation language. This negative result came
as a surprise to many. So it was clear that either the features of the programming
language had to be restricted or the logic used in annotations had to be enriched.
Damm and Josko (1983) gave a Hoare logic for a subset of Algol containing higher-
order features. They circumvent Clarke’s impossibility result by moving to a higher-
order logic. Their rule for function application is the following: If one has

{p}tF{q}
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for a function F', one can derive

{pa} Fl){qz}

for an application of this function. The symbols p and ¢ are variables that represent
one-argument predicates; the notation p x denotes application of the predicate p to the
argument z. To express this particular Hoare triple concerning F', they need higher-
order logic. This work is limited to a certain very restricted form of preconditions,
which have to describe exactly the state before the function call. Also, they only allow
procedure parameters, no ordinary parameters.

More recently, Honda and others were able to design a program logic for a language
with higher-order functions and closer to actual programming languages, first only with
global state (i.e., without aliasing), later including aliasing (Honda et al., 2005; Berger
et al., 2007). Again, they extend the logic used in annotations to avoid the impossibility
result of Clarke. Their logic is first-order, but it contains Hoare triples in the logic, so
that one can write, for example:

{Ve{ P(x) } F(x) { Q(x) } A P(2) } F(2) { Q(2) }-

The Hoare triple inside the precondition states exactly what is needed to justify the
call to F' and the postcondition.

Régis-Gianas and Pottier (2008) established a Hoare-like system for a purely func-
tional higher-order language. Their approach is very elegant, but eludes the more
difficult part of dealing with side effects. Here is how it works. They allow themselves
to use the names of program functions in the logic; however, one cannot execute these
functions in the logic, because that could easily lead to incorrect derivations (because of
the possible non-termination of program functions). Instead, in the logic, it is possible
to access the pre- and postconditions of this function by operators pre and post. This
makes it possible to write the following (trivial) rule for function calls:

{pre fz} fa{postfuz}

For any concrete function f, the formula pre f x is equivalent to the actual precondition
of f, specialized for x. The advantage of this approach is that one does not need to know
the specification of f to prove something about calls to f. Instead, relations between
specifications of functions can be written in a generic way.

1.3.2. The ML Type System and Extensions

A particularity of ML programs, shared by other strongly typed languages such as
Haskell, is summarized by the slogan “well-typed programs can not go wrong”. This
means that a well-typed program in these languages cannot exhibit certain forms of
runtime behavior such as invalid memory accesses, access to uninitialized data and
type errors. How can this be achieved? Let us look at the definition of ML. We will be
formal, but not go into too much detail.
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Syntax. ML does not distinguish between expressions and instructions. As a conse-
quence, the syntax is remarkably short. ML expressions e can either be variables z,
constants ¢ (such as integers, booleans, but also functions such as + can be constants),
an application of a function to its argument, written e €/, an anonymous function in one
argument, written Az.e and finally a way to introduce names for intermediate results,
written let x = e1 in es. In total, we obtain the following syntactic categories:

¢ == n|true|false| + | ---

e == z|clee|Arel|letz=cine

Application in ML is left associative; the application of a two-argument function to its
arguments can be written without parenthesis. As an example, the addition of two
numbers can be written in two ways: (+ m) n or + m n. In this particular case we
also allow the infix syntax m + n.

Semantics. In the theory of ML, the syntax is accompanied of its semantics, the
definition of the meaning of ML programs. It can be expressed in many different ways,
a common way (Wright and Felleisen, 1994) is to define a so-called small step semantics,
a relation e — €’ that describes that e will reduce (evaluate) to €’. There is also a notion
of values. In ML, variables, constants and anonymous functions are values; values have
the property that they do not reduce anymore. When we have e — v, then v is the
result of the evaluation of e.

To define the relation —, we proceed by three steps. We first define a top-level
reduction relation — which is defined as follows:

(Ax.e)v — el ]
letx=vine — e[z ]
cv —  (c,v) if 6(c,v) is defined

This relation — describes a reduction step at the top of an ML term. An anonymous
function Az.e, when applied to a value v, reduces to its body e with the variable z
replaced by the argument v. This substitution is written e[z + v]. The reduction of
a let-expression happens in the same way. When a constant c is applied to a value v,
we check if ¢ is defined for this argument, and return the result of this application;
the check and the result are both realized using a function § that “knows” all defined
constants.

The next step is the definition of a relation —, describing a single reduction step.
We first define a reduction context E as follows:

E:=]]|letz=Fine|FEe|vFE

A reduction context is either empty, or a let-expression with a context at the left hand
side, or an application with a context on the left, or finally an application with a value
on the left and a context on the right. One can also say that a reduction context is an
ML expression with a hole (the empty context), but the hole can only appear in certain
places of the expression. We write Ele] for an expression that has been obtained by
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replacing the hole in a context F with the expression F. We now can define the relation
—
e—¢ implies Ele] — E€]

To summarize, the relation — describes a single reduction step “anywhere” in a
term, where the precise meaning of “anywhere” is described by the definition of reduc-
tion contexts. The definition we have given corresponds to a strict evaluation — this
also corresponds to the evaluation order in ML— where arguments are evaluated before
being passed to functions and let-bound expressions are evaluated before continuing the
reduction. Other choices are possible and have been explored in the literature.

Finally, the relation — is the reflexive and transitive closure of —. This means
that for any expression e we have e —» e, and for any three expressions e; — ey and
es —> e3, we also have e; —» e3.

The syntax of ML permits ill-typed expressions such as the addition of a boolean and
an integer. What does the semantics say about those? It says that these expressions
do not continue to evaluate; there is no reduction rule for nonsensical expressions such
as 1 4 true. We say that such expressions are stuck.

With types, we can forbid such expressions. We begin by a simplified vision of types
called simple types. In this setting, types can either be constant types such as int or
bool, and function types or arrow types, written with an arrow —. The type int — int,
for example, describes the type of functions having an integer argument and returning
an integer. The structure of types is summarized by the syntactic category 7:

¢ == int|bool| ---

T ou= | T—oT

Now, the following typing rules define a relation I' - e : 7 that describes that an
expression e is of type 7 under the environment I'. An environment is simply a list of
bindings from variables to types. The typing rules also define how this environment
can be enriched.

Typeof(c) = T Ix)=r1 I'tey:7 =7 They:7
s.congr O =7 G T@ =T ! 2
I'kFce:7 'tx:7 I'Feley: T
Iz:7' Fe:T ke :7 IDoz:7 Fey:T
S-ABS ; S-LET -
I'FXze: 7 — 71 I'Fletx=ejiney: 7

Let us briefly describe these rules.
o A function Typeof defines the types of all constants;
e Variables are typed using the information stored in the environment;

e On an application, the left term must be of function type, and the right term
must be of the corresponding argument type;

e When e is of type 7 under the assumption that z is of type 7/, then we can build
the function Az.e, and this expression is of function type 7/ — 7.
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e The let-form permits to give names to results of sub-expressions; the name nec-
essarily has the same type as the expression which it abbreviates.

Now, using the definition for I' - e : 7 and the definition for —, one can prove two
important theorems.

Theorem 1.1 (Preservation). For any well-typed expression e, i.e., an expression for
which we can prove I' e : 7, and any €' such that e — €, € is also well-typed and of
the same type, i.e., T Fe : 7.

Theorem 1.2 (Progress). For any well-typed expression e, either e is a value, or there
exists an expression € such that e — €.

The first theorem, preservation, states that during the evaluation of the program,
the type of the expression is preserved. This property is also called subject reduction.
The second theorem, progress, states that, if the program has not finished evaluating
yet, one can still continue. Together, both theorems imply the fact that any well-
typed expression in ML evaluates to a value of the same type. However, more subtle
runtime errors such as division by zero are not considered by these theorems and can
still happen. Wright and Felleisen (1994) seem to have been the first to prove the type
safety of ML in this form.

The system of simple types we have presented is very restrictive. Every variable
must have a fixed, concrete type. In practice, this means that functions that operate, for
example, on lists, must be duplicated for each type the list may contain: lists of integers,
lists of booleans and so on. There are many more cases where this restriction to concrete
types is a problem. For this reason, ML actually has a more powerful polymorphic type
system. To present it, we only need a few modifications to the definitions we have given.
The first modification is that we allow type variables o as types:

T u= a\

Next, our environment I' maps not from variables to types, but to type schemes. A
type scheme is a type with a quantifier prefix:

o =Va.t

We use the bar to describe lists of objects (here: type variables). If an environment I’
says that = has the type scheme Va.7, this means that x can be used with any type
that can be obtained by substituting the @ by a list of (more) concrete types. As an
example, consider the type scheme Va.ao — «. This type describes all functions that
take an argument of any type, and return a result of the same type. The identity
function Az.x is a good candidate for such a type scheme. A type scheme does not need
to quantify over variables; in this case we say it is monomorphic.

The typing rules for constants, variables and let-bindings need a little bit of modifi-
cation as well:

Typeof (c) = o T<o INz)=0 T<o

ML-CoNST ML-VAR
I'kte:r 'tz:7

Fkep:7 [,x: Gen(D, 7' ) Feg: T

I'kletz=einey: 7

ML-LET
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The rules ML-APP and ML-ABS are identical to their simply typed counterparts.
We write 7 < ¢ when 7 is an instance of o, i.e., when 7 can be obtained from o
by substituting the quantified type variables in ¢ by types. In the rules, we see that
variables and constants can have polymorphic type, and that the typing rules can choose
an instance of the type scheme to be the type of the expression. Note that abstractions
using A still introduce monomorphic variables. The only way to introduce polymorphic
variables is using let.

Not all variables in a type (such as 7’ in the ML-LET rule) can be generalized.
The function Gen determines the type variables @ that can be generalized in 7/ and
returns the type scheme Va.7’. The environment is needed to determine which variables
are generalizable, so we write Gen(T',7') to underline this dependency. This function
checks if a type variable in 7" also appears in the environment I'. If it does, it can not
be generalized; if not, it can be generalized.

In this variant of ML, one can write polymorphic functions, that work for several
concrete types. But polymorphic types are not just a tool to avoid code duplication;
they also express generic properties about the objects of the programming language,
without knowing the concrete instantiations that will appear later in the program. For
example, using the type scheme Va.ao — «, we are able to express that a function
of this type has always identical argument and return types, even though we do not
know yet what these types will turn out to be. It is worth noting that in a restricted
setting, polymorphic types can say much more about the corresponding functions than
one might expect (Reynolds, 1983).

The theorems of Preservation and Progress are of course correct also in the polymor-
phic setting of ML.

Type inference. An important aspect of ML, and in fact the source of some particular-
ities of its formulation, is type inference. The reader may have noticed that ML terms
do not contain any types; how does one know which type to associate to the variable
of a A\-abstraction? Finding this out is the job of type inference, and one of the most
important properties of ML is that type inference is decidable and complete. There is
an algorithm, called W in the literature (Damas and Milner, 1982) that, for any ML
program, finds a typing derivation if one exists. This is a valuable property, and ML
is among the most powerful type systems that still enjoy this property. To illustrate
this, consider a modification of ML where the variables at A-abstractions can also be
polymorphic; the resulting system is called System F' (Girard, 1972). This seems like a
minor modification, but it came as a surprise to many that type inference in System F
is undecidable (Wells, 1998).

Recursion. A looping construct such as while in the WHILE language, or another
means to express iteration, is essential to obtain Turing completeness for a programming
language, i.e., the property that in principle every computable function can be expressed
in this language. There are (at least) two ways this can be achieved in ML. The first is
by introducing a fized-point combinator, written Y, as a new expression:

e = - |Y
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We also add a new reduction rule for the relation —:
Yv—=v (Y v )
To understand what this does imagine that v is a two-argument function:
v= A \y.E[f V]

The argument f of v is used for recursive calls; we have fixed the body of v to some
expression whose first step is precisely a call to f using some value v’. Then for some
value vy,

Y vvg— AfAyE[f v']) D2.Y v z) v
— (\y.E[(Az.Y v ) v']) v
— E[(A\2.Y v ) V'][y — vo
— E[Y v ][y = vo]

The idea is that in v, every occurrence of f is bound to be replaced with Y v, in which
again every occurrence of f is replaced by Y v and so on. Y computes the fized point
of v, hence the name of fixed point combinator. One cannot replace Y by an actual
expression in ML, but one can still give it a type scheme:

Y:Vap.((a—=B) wa— ) a—p

Another, equivalent way is to allow anonymous function to be recursive. We simply
need a second variable name that stands for recursive calls. To differentiate between
usual A-abstractions,we use the keyword rec instead of A:

en=---|rec f (z). e

The variable f can be used for recursive function calls, and x is the name of the function
argument. The reduction rules for — must be changed again:

rec f (z). ev —v[f — rec f (z). e,z > v]

Here, in addition to the substitution of v for z, we also replace the name f by the
recursive anonymous function rec f (z). e. Now, one can choose to either supply these
recursive anonymous functions in addition to usual A-abstractions or replacing the latter
by the former. After all, a non-recursive function is a recursive one that does not contain
any recursive calls.

Algebraic data types and pattern matching. One of the most important concepts of
ML-like programming languages, second only to strong typing and first-class functions,
is the concept of algebraic data types and pattern matching. The idea of algebraic data
types is that a user can define potentially polymorphic type constants along with con-
structors, i.e., function constants which return objects of that type. A simple example
is the option type:
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type option a =
| None
| Some of «

This definition introduces the unary type constant option along with the constructor
None of type scheme Va.option o and the constructor Some of type scheme Ya.a —
option a. The definition of this algebraic data type also guarantees that every value of
type option T is either of the form None or of the form Some v’ where v’ is a value of
type 7. The option type is a safe possibility to represent a value that may be present
or not.

Another example is the list type:

type list a =
| Nil
| Cons of a * list «

Similarly, this defines a type constant list along with the constructor Nil of type scheme
Ya.list o, representing the empty list, and the constructor Cons of type Va.a — list o —
list a (note that definitions of algebraic data types can mention the type to be defined,
i.e., they can be recursive), the operator which prepends an element to an already
existing list. Note the separator x in the definition of the algebraic data type, which
separates the argument types of the constructor Cons. For a list of the form Cons x xs,
we call x the head, and xs the tail of the list.

This way of defining a type and its constructors is already a nice help for program-
mers, compared to other, more low-level programming languages such as C, where
defining such types along with constructors is tedious and error-prone. But ML also
offers pattern matching, i.e., a syntactic convenience to simplify the analysis of values
that belong to an algebraic data type.

Imagine a program p that is supposed to execute an expression e; when a list [ is
empty, and execute some expression ey when the list is not empty. In es, we want to
use the head and the tail of | for computations. Let us first look at a program that
does not use pattern matching. In this case, we assume that the following functions are
provided:

is__nil : list o« — bool
head : list o« — «
tail : list o« — list

The function is_ nil decides whether a list is empty (equal to Nil) or not. The functions
head and tail, unsurprisingly, return the head, respectively the tail, of a non-empty list.
If called on the empty list, they fail. In our idealized language, this failure can for
example be modeled by non-termination; in a real language, some kind of runtime error
would occur. We can now return to our program p and implement it as follows*:

1We assume here the existence of an if-then-else-construct. For the sake of completeness, let us describe
the necessary steps to add such a construct to the language we defined in this section. We first need
to extend the expressions accordingly:

e = |if ey then ey else es.
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if s nil | then e else ey

In ey we can use the functions head and tail to obtain the desired information.

Now this approach works fine, but it has several drawbacks. First of all, the functions
head and tail can fail when called on the empty list, for example in e;. Another problem
arises when the algebraic data type has more than two constructors; we then need
functions like is_ nil for each constructor, and accessor functions similar to head for
each of the arguments of each constructor. All of these functions fail when called with
a value that does not correspond to the right constructor. It also becomes a burden for
the writer of these functions to invent names for them, as well as for the programmer
to remember them. Finally, the programmer might simply forget to check for certain
cases (such as the empty list in the previous example), in particular when the number
of constructors is high or is subject to change.

Pattern matching avoids these problems. Let us rewrite our example:

match [ with
‘N” — €1
| Cons (z,xs) — e

The match keyword introduces a pattern matching construct. It is followed by an
expression whose type is an algebraic data type (here list) and the keyword with. It
is followed by a list of branches, separated by the symbol |. Each branch consists of
a pattern to the left of the arrow and an expression to the right. A pattern is a full
application of a constructor to variables. The idea is that the list [ is compared in
turn with each of the patterns. If one pattern matches, the corresponding expression
is executed, otherwise the next pattern is tried. When a pattern matches, its variables
are bound to the corresponding components of the matched object. For example, in the
pattern Cons(x,zs), which matches if [ is not the empty list, = is bound to the head of
the list, while zs is bound to the tail of the list. The expression e; now can use x and
xs instead of head [ and tail [.

Pattern matching greatly simplifies programs dealing with algebraic data types. It
removes the need for accessor functions, that are not only tedious to define and to
use, but also error-prone. The code becomes clearer because of the clear separation
of the different cases. Finally, the compiler can check for completeness of the pattern
matching, i.e., that the programmer has dealt with all possible cases.

We also need to adapt the top level reduction relation —:

if true then e; else ea — e

if false then e; else ea  — €2
as well as the reduction contexts:

E ::=-.. |if E then e; else es.
Finally, we have to extend the typing relation:

I'k e : bool I'ktey:T I'kFes:7

T'if e; then e else e3 : 7

S-1r
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References. Another language feature of ML that we have not presented yet is the
feature of mutable variables or references. At first glance, it is easy to add them, using
a new type constructor ref 7 and three new function constants, with their type schemes:

T u= - |refr
ref : VYa.a— ref a
' Varef a = «

=  : Varef a — a — unit

To capture the semantics of these three functions, we need to modify the definition of
—» significantly; expressions e are now evaluated with respect to a store s containing
the values of all created references. The semantics is now of the form s,e — s’,¢’. The
old rules of the semantics do not modify the store so that we have s = ', but the rules
concerning references may modify it: ref adds a new entry to the store, ! reads it, and
:= modifies the store.

Damas (1985) was the first to give an account in this style, but his proof of type safety
(Theorems 1.1 and 1.2) was incorrect, and that is because this modified language is not
type safe! Without going into too much detail, the reason is that the generalization of
type variables (written Gen(I',7) in our notation) at let-bindings does generalize too
much. As a consequence a reference can be written using one type and read assuming
another, which can lead to a crash. Tofte (1990) discovered the error in the proof and
published a version where less generalization takes place; others, for example Talpin
and Jouvelot (1994), presented different systems to obtain the same restrictions on
generalization. All those systems had the drawback to be relatively complex for a
type checker in a programming language. Wright (1995), after having analyzed a huge
amount of real ML programs, came to the conclusion that the vast majority of let-
bound expressions are values; generalization of type variables in values does not pose
a problem, so his proposal was to cut the ML-LET typing rule in two, according to
whether e; is a value or not:

F'kov:7 Iz: Gen(T,7)Feg: T

I'Fletz=viney: 7

ML-LETPOLY

Fkep:7 Dz:7T Fey:T
ML-LETMONO

I'Fletzx=ejiney: 7

When e; is a value, we can generalize as before, but when e; is an expression (po-
tentially containing side effects), we do not generalize at all. Wright showed that this
modification to the type system, while it reduces the set of typable programs, has little
negative impact in practice. It got adopted by most ML type checkers. In the same
time, Harper (1994) proposed a variant of the typing rules where, in addition to the
environment I', a store typing X can be used to type store locations . These locations
are the runtime equivalent of references and are added to the syntax. The store typing
>} is a mapping from locations to types such that the store contains at that location
a value of that type. This variant increases the size of the definitions, but makes the
proofs much simpler.

28



1.3. Two Techniques Presented in more Detail

Effects and regions. Parallel to the integration of references into ML, it became ob-
vious that typing can do more than just exclude invalid programs; it can also be used
to discover additional properties of a program. A good example where typing helps to
obtain additional information are effect systems. In an effect system, each expression
is not only assigned a type, but also an effect; usually, an effect is a set of some atomic
observable side effects. Such side effects can include assignments to mutable variables
or raised exceptions, but also calls to certain functions or access to external resources
such as files and peripherals. Now the idea is that some basic expressions, such as
writing a mutable variable or opening a file, are defined to have a certain effect, and
combining expressions combines their effects. Consider the two following typing rules:

I'kFo:7 I'kFax:ref 1 Fl—elzT’,gol F,LL’:Tll_@QZT,QOQ
E-ASSIGN - E-LET -
'tz :=wv:unit, {z} FFletx =epiney: 7,01 Upo

The first rule states that writing a variable z produces an effect {x}. The second rule
concerns let-bindings and states that if e; has effect 1 and es has effect @9, the overall
effect of the expression is the union ¢ Upg of both effects. The rule E-LET deliberately
omits issues of type generalization.

In languages where functions can be values (such as ML), one has to distinguish
between the immediate effect of an expression whose result is a function, and the latent
effect of the function when it is called. The immediate effect is of the kind we have just
seen; in the typing rules, it it stated after the type of the expression. The information
about the latent effect must be put in the type of the function. Now, instead of a simple
function type 7 — 7/, we deal with types of the form 7 —% 7’; functions of this type
take an argument of type 7, return a result of type 7’ and have the effect ¢ during
execution. The usual rule for the application in such systems is thus the following;:

I'kep:7 =%7,0 IF'key:7 0

E-Aprp
F'Feley:T, 01 UpaUep

As can be read in the typing rule, the overall effect of an application is the union of the
immediate effects of both expressions and the latent effect of the called function.

In the previous paragraphs we have used the names of mutable variables to form
effects. This is possible and has been done, for example, in the Why language (Filliatre,
2003), but this approach has severe limitations. Consider the following expression, in
which z is assumed to be a mutable variable:

let y=xiny:=0

We are clearly modifying the memory location attached to z, but via the program
variable y. Should the effect of this expression contain x or g, or both? A consequence
of this example is that systems that use program variable names to express effects must
impose restrictions on the programming language to maintain precision. In Why, for
example, renaming mutable variables using let is forbidden.

A more flexible, but more involved approach is to use the type system to obtain
additional information. We dissociate the program variable and the memory location
by giving a name to the location; this name is called a region. We now put this
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information in the type of references; instead of simply stating the type contained by
the reference, we also state its location. The type ref, 7 describes the reference that
points to the location r which contains a value of type 7. The assignment rule now does
not use the variable name; instead it uses the region name to describe the effect of the
assignment:

'ov:r I'txz:ref, 7

R-AsSIGN -
'k :=wv:unit{r}

As the region information is contained in the type, we now can freely rename mutable
variables. For example, in the example above, z and y are both of the same reference
type, thus we know by typing that they point to the same location. There is no ambiguity
anymore about the effect of the expression.

Regions which correspond exactly to a memory location are called singleton regions.
It can become quite involved to maintain this property, so many type systems use
group regions that group several memory locations, either exclusively or in addition
to singleton regions. Group regions are less precise, but more flexible than singleton
regions.

Lucassen and Gifford (1988) were the first to present an effect system containing
effects and regions. Talpin and Jouvelot (1994) designed a correct and complete type
inference algorithm for this system. Tofte and Talpin (1997) used the same basic ideas
to propose a region-based alternative to garbage collection. Nielson et al. (1999) give
a good introduction to type and effect systems in general and advanced issues such as
type inference and subtyping.

1.4. Overview of the Document, Contributions and Related
Work

In this section, we give an overview of the contributions of this document, justify central
design choices and compare our work to the work of similar systems in the literature.

1.4.1. An Overview of the Document

The goal of this thesis is to obtain a practical system to prove properties of programs
written in an ML-like language. This means that our system does have to support
side effects and higher-order functions, and combinations of these features. “Practi-
cal” means that it should be possible to automatically prove simple properties of such
programs.

In a nutshell, to achieve this goal, this thesis defines an ML-like language with an
effect analysis, and a specification language (a variant of higher-order logic) that can
express properties of the state. A wp calculus is introduced, as a means to obtain proof
obligations from annotated programs. As these obligations are in higher-order logic, we
also show a way to translate these formulas to first-order logic, which is the logic used
by almost all automated provers. We now give a more detailed overview of each part.

In Chapter 2 we define a higher-order ML-like language, called W, with side-effects
(references), equipped with an effect calculus. W has a type system similar to the one
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of ML, but instead of a typing relation I' I e : 7, there are actually two typing relations:
one for values, of the form
Y bk,v:T,

and one for expressions that may have a side effect, of the form
X ke:T o,

where ¢ is an effect, an expression that approximates the effect that the expression e
may have on a store s when reducing to a value.” Additionally, we improve this effect
analysis by introducing regions; a region is a portion of the store. Regions also appear
in types: each reference type is annotated by a region, so when a reference is modified,
this modification effect can be associated to a certain region. To increase flexibility,
the system also contains region and effect polymorphism, two mechanisms that are
very similar to ML type polymorphism. It is effect polymorphism that guarantees the
modularity of the effect analysis for higher-order functions. Chapter 2 contains a type
soundness proof for this system.

The language W is a minor contribution of this thesis; The basic idea of this system
is already present in Lucassen and Gifford (1988), but we also integrate refinements by
other authors, for example the lighter syntax which is much closer to ML, by Talpin
and Jouvelot (1994), the letregion keyword introduced by Tofte and Talpin (1997) in
a different setting and finally the region keyword introduced by Calcagno et al. (2002)
which greatly simplifies the soundness proof.

Chapter 2 also defines a specification language, called L, adapted to the programming
language and its type system. This specification language is new. The two main
ingredients of this specification language are higher-order logic and the presence of
state types, of the form (¢), where ¢ is an effect expression. An object of state type
represents a portion of the store and permits to express properties that depend on
the state. Both ingredients together enable us to reason about higher-order functions
with side effects. We refine the definition of W to include specifications written using
formulas of L.

The central contribution of this thesis is the definition of a weakest precondition
calculus for programs in W, given in Chapter 3. This calculus, written wp(e, q), takes
an expression e and a formula that specifies properties of the return value of e and
final state, and returns a formula p in L, depending on the initial state. The formula p
guarantees that e executes correctly and that the return value and the final state verify
g. The formula p is in general a conjunction of proof obligations, that have to be proved
in order to guarantee the correctness of the program. Thanks to the properties of the
effect analysis and the logic L, the formulation of this calculus is relatively simple and
resembles first-order formulations. We prove the soundness of this calculus, i.e., the fact
that if p is true, then e indeed executes correctly. We also prove a completeness result,
that states that any “correct” program can be proved correct in this calculus. The wp
calculus takes its general form from Fillidtre (2003), and a few ideas, in particular the
reflection of effectful functions as pairs in the logic, are taken from Régis-Gianas and
Pottier (2008).

®We cannot, at this point, explain the meaning of the symbol ¥ in the typing relation.
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In Chapter 4, we show two modifications of W. The first one rules out aliasing of
regions by excluding certain instantiations of region and effect polymorphism. We
show that this leads to a simplification of the proof obligations, with only moderate
impact on expressiveness. This system is a generalization of the system of Hubert and
Marché (2007) to a setting with higher-order functions. A second modification of W, in
addition to the first, rules out aliasing between regions entirely, limiting the system to
so-called singleton regions. We again show that this implies important simplifications in
the produced proof obligations, but this time the expressiveness of the system is greatly
reduced; programs with shared mutable data structures are not well-typed anymore in
this modified system. This more restricted system turns out to be an adaptation of the
Why system (Filliatre, 2003) to regions.

In Chapter 5, we consider practical issues that have been eluded in the previous
sections. The wp calculus returns a number of proof obligations in L, a custom, non-
standard logic. We show that formulas in L can easily be translated to a more standard
higher-order logic. But to use state-of-the-art automated provers, which almost exclu-
sively expect first-order formulas, there is more work to do. Therefore, we introduce an
encoding from higher-order formulas to first-order formulas. Parts of the translation
are well-known, for example from Meng and Paulson (2008) and Pottier and Gauthier
(2006). However, we achieve two desirable properties: the first one is that formulas that
are already in first-order form are left unchanged, which greatly improves efficiency of
automated provers, in particular for built-in symbols like arithmetic operators. The
second one is that a proof of equivalence between a concrete pair of input and output
formulas can essentially be obtained by ewvaluation, and therefore is trivial.

In Chapter 5, we also briefly detail the prototype implementation called Who, which
includes an implementation of W and L, the wp calculus and the translation from L to
higher-order logic. The translation from higher-order logic to first-order logic is imple-
mented in a separate tool called Pangoline, which has been developed in collaboration
with Yann Régis-Gianas.

We close by giving many examples of programs that have been proved correct using
Who and Pangoline (and the Why system to call different automated provers). The
most complex example is Koda and Ruskey’s algorithm to enumerate certain colorings
of forests.

1.4.2. Design Choices

The choice of the programming language. One could ask why we are interested
in ML and not other, more widespread programming languages such as C or Java.
A first answer is that while we indeed focus on ML, the techniques proposed in this
document can also apply in other programming languages, even the treatment of higher-
order functions. In C, one can manipulate pointers to functions and thus effectively
write higher-order programs. In Java (and most other object-oriented languages), the
concept of an object itself is already higher-order, as an object always contains methods
(functions that are related to a particular object), except in the most trivial cases.
Common idioms such as callback functions are simply higher-order mechanisms.

If these languages provide higher-order features, then why not use such a language
as the basis of our work? The main reason is that the type system of ML gives us
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much more guarantees and does in fact reduce the number of proof obligations one has
to prove. In proof systems for C, one often has to maintain additional properties, in
particular about pointers. They should always point to an allocated region, one needs
to specify the size of the corresponding memory block, and so on. In practice, this
encumbers the specifications and the proofs of a particular program. The choice of ML
as programming language seems to be a natural step towards program verification. If
the objective is to write a program and prove it correct, as opposed to prove correct an
existing program, then ML or similar languages seem to be a better choice than “unsafe”
languages such as C. It is therefore surprising that there are so few proof systems for
such languages. This thesis is also an attempt to change this situation.

Finally, ML is close to be the smallest system in which higher-order features and effects
are both present and can interact in interesting ways. Dealing with larger languages
such as C and Java would also mean dealing with additional language construct whose
treatment is mostly orthogonal to effects and higher-order functions. So, to obtain a
simple formalization, the natural choice is again ML.

Capabilities and why they are absent from this thesis. A dual notion to effects,
so-called capabilities, has been introduced by Smith et al. (2000). Effects describe
what changes during the evaluation of an expression. Capabilities describe what an
expression has the right to change. In an effect system, an effect can always occur, and
the typing relation registers this effect. In a system with capabilities, an expression
needs the corresponding capabilities to execute an effectful statement. Instead of a
typing relation of the form
FFe:7 p,

where the effect ¢ is a result of the derivation, we would have a relation
Ioke:rT,

where the capabilities ¢ are granted to e. In itself this modification of the point of
view does not increase the expressiveness of the system. But capabilities, much more
than effects, express the standpoint that a side effect needs a resource, which can be
consumed. Therefore, since their introduction, capabilities have been used linearly,
i.e., they must be used once and exactly once. This means, for example, that the
function !, that reads the contents of a reference, must not only require a capability
on that reference, but must also return another one; otherwise, no one else could read
from this reference again. On the one hand, such systems require a lot of bookkeeping.
On the other hand, linear capabilities enable a number of improvements over more
traditional effect systems. For example, deallocation can be expressed much more
conveniently than in other systems: the function free, that deallocates a reference,
requires a capability on that reference, but it does not return one. This reference now
becomes inaccessible. Capabilities also enable strong update, i.e., assignment that can
change the type of a reference. As capabilities are linear, only a single portion of the
code can possess each capability at each time. Thus, changing the type of a reference
can not affect other parts of the system.

Systems with capabilities belong to the family of substructural systems, because of
their usage of linearity. Another variant exists, where objects are used in an affine way,
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i.e., they can be used at most once. This discipline is a bit less strict than the linear
one.

As has been explained, capabilities have first been introduced by Smith et al. (2000),
and then improved by Walker et al. (2000). Féhndrich and DeLine (2002) presented a
capability-based system with group regions (regions containing more than one reference)
and singleton regions (regions containing a single reference), as well as two mechanisms,
adoption and focus that permit to pass from one to the other. This improvement permits
aliasing and precise tracking of references. Charguéraud and Pottier (2008) present a
very precise translation of an ML-like language with side effects to a pure language
without side effects, using capabilities with adoption and focus.

Capabilities are a useful tool, and it is legitimate to ask why the W language, intro-
duced in Chapter 2, does not feature them. The answer is two-fold. First, there is a
concern of simplicity. Capabilities are slightly more complex than effects, because of
their linear nature. Adding this additional complexity to an already complex system,
containing annotations and a wp calculus, is something that has to be thought about
twice. Second, capabilities have two main strengths with respect to effects that are the
upside of this added complexity: simpler reasoning about allocation and deallocation,
and better tracking of aliasing. We argue that, in our particular setting, these two
advantages are not worth the complexity.

ML-like languages are traditionally equipped with a garbage collector, so deallocation
is never explicitly requested by the programmer, but taken care of automatically by the
language. Allocation is also implicit in ML: a programmer never explicitly allocates
memory.

Aliasing, however, can appear in ML programs. Being able to reason about aliasing
is primarily useful when reasoning about mutable data structures with sharing. Our
system is capable of reasoning about sharing, but capabilities are certainly superior in
that aspect. However, we believe that this kind of programming is not representative for
ML programs. We believe that sharing data structures can be encapsulated in particular
modules, and be given an external specification that does not rely on sharing. The rest
of the (sharing-free) code can then be reasoned about using techniques that do not need
to be able to support sharing.

1.4.3. Related Work

Other techniques, and combinations of techniques, have been proposed to prove prop-
erties of effectful higher-order programs.

Techniques dealing with first-order programs. Systems for verification of first-order
programs are well-established now and are increasingly applied even in industrial ap-
plications. Among the most prominent systems are the Why platform (Fillidtre and
Marché, 2007) and the Spec# platform (Barnett et al., 2004b). Usually, these systems
propose one or several input languages with annotations (C and Java in the case of the
Why platform) and translate programs in this language to proof obligations in first-
order logic, often via an intermediate language (for example the Why language). These
proof obligations are then sent to automated or interactive provers. When all proof
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obligations are proved, either manually or automatically, the program is considered to
be correct with respect to its specification.

Compared to Who, the implementation of our weakest precondition calculus, these
systems are not capable of reasoning about higher-order functions, the main reason
being that this programming style is not an often-used idiom in these languages. How-
ever, they deal very well with the usual features of first-order programs, for example
arrays, use SMT solvers to discharge proof obligations and strive for the best possible
automation. The objective of Who is to keep the same degree of automation while
adding support for effectful higher-order functions.

Techniques dealing with purely functional programs. Proof assistants can be used
to implement and prove programs. One strong point of many proof assistants is that
one can use the same language for programs and specifications, and sometimes even for
proofs. The Coq proof assistant (The Coq Development Team, 2008) is such a system.
It has been applied to prove many complex programs. The plain Coq system has been
used to prove several implementations of compilers, from proof-of-concept (Chlipala,
2010) to realistic (Leroy, 2009). Sozeau (2007) has extended Coq with a syntax that
simplifies the manipulation of dependent types and has applied his extension to the
correctness proof of an implementation of finger trees. The appeal of that approach is
that the only limit of expressiveness is the one of Coq. One can also do meta-reasoning
about programs inside Coq and, at the end of the development, extract a certified
implementation in OCaml or Haskell. The confidence in programs proved in this way
is very high, because in the end one obtains a Coq proof term that corresponds to the
correctness of the program. This term has been checked by Coq’s kernel. The drawback
of this approach is that, without extensions such as Ynot (see the next paragraph), it is
impossible to implement (and reason about) effectful computations. Another drawback
of this approach is lack of automation. Indeed, in systems like Coq, all proofs are in
principle done “by hand”, using a tactic language that permits to manipulate the goal
to be proved and the context (lemmas to apply, equations to rewrite). A number of
automated tactics exist, that deal for example with linear arithmetic, or propositional
tautologies. However, these tactics usually combine badly, and the resulting sum is
weaker than state-of-the-art automated provers.

The Pangolin system, the implementation of the theoretical system of Régis-Gianas
and Pottier (2008), can also be used to reason about purely functional programs. To-
gether with the Why tool, it is one of the starting points of our work, and our purely
functional fragment is basically the Pangolin system, although we removed algebraic
data types for clarity of presentation. In Pangolin, one can write functional higher-order
programs and annotate then using higher-order logic. Pangolin and our system share
the advantages and drawbacks in the sense that both are relatively simple systems from
a theoretical point of view and provide good automation via automated provers to the
user, but use slightly less expressive logics than systems with dependent types, and do
not provide a machine-checkable proof term. Note that the name “Pangolin” (without
“e”) stands for the tool we just described, while the name “Pangoline” (with “e”) stands
for the tool that encodes formulas in higher-order logic to formulas in first-order logic,
and which is part of the contributions of this thesis.
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Charguéraud (2010) presents a way to compute a characteristic formula from a purely
functional function definition. This formula summarizes exactly the given function and
can then be used, e.g., in Coq, to prove derived properties about the function. Char-
guéraud has implemented this system and has proved correct many purely functional
algorithms. In particular, the size of the specifications and proofs is close to the size of
the programs to be proved. However, it is not yet clear how this work can be extended
to support side effects.

Systems for higher-order programs with side effects. Berger, Honda and Yoshida
(Honda et al., 2005; Berger et al., 2007) present a logic for imperative higher-order
programs. They present their calculus using rules in Hoare logic style, while we propose
a wp-calculus. The main advantage of a wp calculus is that it can be easily implemented,
while a system in Hoare logic style, possibly with many structural rules, can be difficult
to implement. A wp calculus basically is a Hoare logic together with a strategy, that
decides at which moment the rules should be applied. The presentation of a system
in Hoare logic style can be slightly more intuitive compared to a wp calculus. On the
one hand, the systems they propose are slightly lighter, because they do not include
any effect analysis or similar mechanisms. On the other hand, we believe that the
absence of such an analysis would render proofs in this system relatively cumbersome.
In particular, one needs to describe in annotations what does not change; also, the
absence of any mechanism similar to effect polymorphism seems to make it impossible
to reason modularly about higher-order functions.

One particularity of the systems of Berger, Honda and Yoshida, that is at the source
of the ability to reason about higher-order functions, is the Hoare triple

{Prem {Q}

that is available in the logic directly. In this Hoare triple, the variable m is a binding
variable and stands for the result of the evaluation of e. Another ingredient of their
logic is the application operator e: if f is an effectful function of type 7 — 7/, then,
in the logic, the expression f e x represents the return value of the call to f using x as
argument. This expression does not state anything about the pre- or postcondition of
f, nor its effects. It should be noted that e is useful only when the precondition of f
holds.

The Hoare triple can be simulated in our logic, and is indeed part of the syntax of the
input language of our implementation Who, as we explain in Section 5.1. The e operator
cannot be represented as-is, but the variant f e x = v where v is any formula, can be
expressed using Hoare triples, in their system and ours:

fex=v={True} fz: {r=v}

Fixing the precondition to True is not a serious restriction, as the operator is only useful
in this case anyway.

Berger, Honda and Yoshida have not presented an implementation of their Hoare
logic, therefore it is not clear how such a system could be realized. From our point
of view, there are two main difficulties to overcome. First, the system description by
a set of Hoare logic rules is quite far from an algorithm; second, in the case where
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aliasing is allowed, they generate proof obligations in a non-standard logic, and they
do not explain how to obtain formulas in a standard logic to be able to discharge proof
obligations using available interactive or automated provers.

The Ynot System (Nanevski et al., 2008; Chlipala et al., 2009) is maybe the most
advanced proposal for the proof of higher-order programs with side effects. It is an
extension to the Coq proof assistant, capable of reasoning about imperative higher-order
programs, including effectful functions as arguments, using a monad in which effectful
computations can take place. Ynot belongs to the proponents of programming with
dependent types, whose thesis is that properties of objects, for example the preconditions
on function arguments, should be declared directly in the types instead of being stated
apart in the precondition. In practice, programming using Ynot means programming
with dependent types, while being able to use side effects; programming and proving go
hand in hand, partly using the same language.® To deal with aliasing, Ynot proposes
the use of separation logic formulas.

A central ingredient of Ynot, and the underlying theory called Hoare Type The-
ory (Nanevski et al., 2006), is the Hoare triple type of the form

= {P}r{@Q},

which describes functions of argument type 7 and return type 7/, whose precondition
is P and the postcondition is ). This type is simply defined in Coq, so arbitrary
Coq types can be used in place of 7 and 7/, and arbitrary Coq formulas can be used
in place of P and @. In connection with a higher-order logic, this enables reasoning
about higher-order functions. A mechanism similar to our effect polymorphism can be
achieved by abstracting over the heap that is modified by a function. This enables
reasoning about the effects of a function in argument.

An impressive collection of programs has been proved correct using Ynot, including
a number of container libraries (Nanevski et al., 2008), web services (Wisnesky et al.,
2009) and a database system (Malecha et al., 2010).

Ynot is inevitably tied to the Coq system. While Coq is a very flexible language, it
as also relatively difficult to learn. In addition, to use Ynot, one has to master many
different techniques: programming with dependent types, using the tactics language of
Coq, and separation logic, any of which are considered to be difficult to master. Also,
being tied to the Coq system means that all proofs have to be done in this system.
While a set of custom tactics provides a limited form of automation (Chlipala et al.,
2009), one sometimes would like to use another system, or even automated provers, to
discharge an obligation. This is not possible using Ynot, and the fact that formulas are
in separation logic hinders even more the use of external tools.

Maingaud et al. (2010), based on the Paf! proof assistant (Baro and Manoury,
2003; Baro, 2003), have developed a system to prove properties of effectful higher-order
programs. The basic idea is to transform the semantic reduction rules of the considered
programming language into reasoning rules of the system. This amounts to symbolically
evaluate the program under consideration. Formulas of the form

le].q

5In practice, one also needs to use the tactic language of Coq, which in most cases is more convenient
to write proofs than the actual programming language of Coq.
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state that after program e is executed, ¢ is true. This approach is very intuitive and
simple, and can deal with aliasing. Similarly to the system of Berger, Honda and
Yoshida, the absence of any effect analysis or similar mechanism will require to prove
framing properties that delimit the effect of an expression. To our knowledge, an
implementation for this system does not exist.

The work by Borgstrom et al. (2010), to our knowledge, is one of the few works with
an implementation where a substructural type system is used for program verification
of higher-order programs with effects. At the basis of their system is Fine, a purely
functional language with dependent types and affine types. This language permits to
express many properties relative to sharing and even mutation, thanks to the presence of
affine types. They also present an effectful programming language F.X and a translation
from FX to Fine. They are capable of producing proof obligations from Fine programs
and discharge them using SMT solvers. Comparing to our work, their system seems
to be more convenient for programs with sharing thanks to affine types. On the other
hand, they have not yet proved any higher-order programs, and only conjecture that
they could.

Encodings of higher-order logic. Hurd (2003), to our knowledge, was one of the first to
encode higher-order formulas in HOL (Gordon, 2000) into first-order logic with the goal
to use automated provers to prove them. He does so by simply encoding A-abstractions
by the combinators S, K, I and C'. The higher-order unary application is encoded
by a binary application symbol @. He does not give any proof or formalization of his
translation.

Meng and Paulson (2008) continue the work of Hurd in a similar setting, taking
formulas from Isabelle (Nipkow et al., 2002) instead of HOL. They have compared
several different encodings of higher-order features, in particular A-abstractions, either
using combinators, or A-lifting. Again, they do not give any formalization of their
translation. They have compared these different choices and have found that it makes
little difference to choose one or the other, in terms of efficiency.

Both the work of Hurd and Meng/Paulson translate formulas in a typed higher-order
logic to an untyped first-order logic. To be correct, such a translation must include
information about the types of the terms. Meng and Paulson developed several different
encodings of type information of varying verbosity.

Compared to the work of Meng and Paulson (2008) and Hurd (2003), we introduce
two improvements. By giving definitions to the function symbols introduced by the
encoding, we first obtain an ad-hoc justification of the equivalence of the original for-
mula and its encoding, simply by evaluation. Second, the definitions can also lead to
simplifications in the formulas. As a result, our encoding does not add any overhead to
formulas that are already in first-order form.
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In this chapter, we define the language of our discussion. In Section 2.1, we present a
programming language called W, which is very similar to ML, but contains a type and
effect system with regions. In W, the type system allows us to know the effect of an
expression precisely. Along with W, we define the specification language L in Section
2.2. This second language is designed to be used to specify W programs. We give
examples throughout the chapter.

2.1. The Programming Language W

We start by introducing the syntax, semantics and type system of W, along with a type
soundness proof.

2.1.1. Syntax

We now present the syntax of W. As types and effects are part of the syntax, we
introduce them first.

Regions and effects. One central point of W are regions and effects. A region p is
a set of mutable memory cells. Every reference in a W program belongs to a region.
Regions come in two flavors: concrete regions or region constants r and region variables

0:

0 Region Variable
r Region Constant
p = rle

The difference between a region constant and a region variable will become clear later.
Region expressions are always atomic (being either a constant or a variable), there is
no way to somehow combine regions.

An effect ¢ is simply a set of regions. In the syntax, such a set is written as a list,
sometimes with curly braces: {p,71} is an effect expression, and or is the same effect
expression, written more concisely. There are also effect variables € that stand for an
entire effect. Effects can be joined together to form larger effects. However, instead
of the usual set notation to describe the union of two effects, such as {o,r1} Ue, we
simply list effect variables inside the curly braces: {g,71,}, or in the shorter form prie.
We still use the notation @1 U o to describe the union of two arbitrary effects in the
metatheory.

¢ = (ple)
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Types. Just as ML, W is a typed programming language. Besides the usual base types
such as bool, and int, and the type unit whose only value is the constant void , a type
7 in W can also be a type ref, 7 of mutable references of type 7. As every reference
must be in a certain region, this is also indicated in the type. The type 71 —¥ 7
describes one-argument functions whose input type is 7 and whose output type is
T9. Additionally, these “arrow types” are annotated with the effect ¢ of the function.
Functions with different effects have different types. There are also type constructors
t, which have a certain arity n associated to them. If ¢ is a type constructor of arity n,
then ¢ (71,--- ,7,) is a valid type in W. The base types bool, unit and int can be seen
as nullary type constructors. Finally, just as there are region and effect variables, there
are also type variables .

t == bool |unit|int] ---

T u= a|T =P T oT |ref, T

Metavariables for generalization and instantiation. Types, regions and effects can
contain variables. These variables can be instantiated again by types, regions and
effects. This mechanism is common to all three constructs. Therefore, we use the
metavariable x to stand for any kind of type, region or effect variable, and the metavari-
able x to stand for any kind of type, region or effect. When we describe substitutions,
such as in the notation 7[x — k], we assume y and k to be of compatible type. So the
expression 7|y — k] describes either a substitution of a region for a region variable, a
substitution of an effect for an effect variable, or finally a substitution of a type for a
type variable.

X == alole
5 o= Tlole

Values and expressions. We now can describe the programming language W itself. As
the languages of the ML family, it does not make a distinction between statements and
expressions; there are only the latter. Every programming language needs constants c:

¢ == void | n|true|false | ref | == || ==,

In W we have the constant void, the only value of the type unit, as well as integer
constants n and the boolean constants true and false. More interestingly, the three
functions ref, ! and := for reference creation, reading and writing are also constants.
The family of constants :=,.; ; is a technical necessity and describes a partial application
of := to a location [ in region r of type 7. Right now we cannot go into more detail, but
the meaning of this family of constants will become clear when we explain the semantics
of W.

While W does not distinguish commands and expressions, it does distinguish values v
from other expressions e. A value is an expression that cannot be evaluated any more.
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Constants ¢ and program variables z are of course values. Constants and variables can
be instantiated with types, regions and effects:

vae=cl[R] |z [R]| ---
Functions are also values and can be built using the syntax
vi=---|recf(z:7). €| -

This creates a recursive function with one argument x of type 7 and function body e.
In W, all functions are recursive, and they may use the first variable name in the rec
binding for recursive calls. Of course, functions that do not contain recursive calls are
accepted as well. The name f is not available outside of the function body. We will
see later how to give a name to such a function to be able to use it with the usual
function call syntax. Functions are values: as long as they are not applied, they cannot
be evaluated any more. The last kind of values are memory locations I, whose meaning
we will explain in the Section 2.1.2.

l Location

v u= c[R]|x[R]|l]|rec f(x:7). €

Values can be used in several ways to form expressions, that are the central syntactic
notion of W. Every value can be an expression as well. An application

V1 Vg
of a function value vy to another value vy is an expression. The branching construct
if v then e else e
is an expression. Using an expression of the form
let z [X] = e1 in ey

users can give the name x to the result of the expression e; and use the name z in es.
The type, effect and region variables ¥ can be used inside e;. The construct

letregion g in e
permits to create a new (empty) region. The meaning of the region construct
region r in e
will be explained in Section 2.1.2 about semantics.

e == wvl|vv|letx Y] =-eine]|if vthen e else e | letregion g in e | region 7 in e
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Region Variable
Region Constant
Effect Variable
n= 1o

(0] e)"

bool | unit | int

<

~ € © o
([

al|T =7 |7 |ref, T
alole
= Tloly
Location

—~ T < 9
Il

= void | n | true | ref | = || =+

[SEE
Il

clR] |z [R]|l]|rec f(x:7). €
m= wv|ovwvlletz [x] =eine]|if vthen e else e | letregion ¢ in e | region r in e
I == 0|,x|T,z:Vx.7

)
Il

Figure 2.1: The syntax of language W.

A-normal form and syntactic sugar. The syntax of W is summarized in Fig. 2.1. The
reader may be surprised that one cannot write

€1 €2

for an application of a function returned by the expression e; to the expression e, or
why the boolean condition in an if-branch can only be a value instead of any expression
e. The reason is that for the sake of simplicity of presentation of the later sections,
W is presented in the so-called A-normal form (Flanagan et al., 1993), in which every
intermediate result of computation must be named using let. The application e e
must be rewritten as follows:

let f = e1in
let x = ey in
fzx

This seems very restrictive at first, as even nested function calls such as f (¢ z) must
be rewritten into let z = g = in f 2. However, as is shown in the paper by Flanagan
et al., this is not a serious restriction, because every program in a language with full
expressions can be translated to A-normal form. For this reason, we will allow ourselves
to use arbitrarily nested expressions in examples.

Additionally, we introduce syntactic sugar for common constructs. First, we accept
an underscore __ at binding positions instead of a variable name, when we do not want
to give a name to this variable. This concerns let-bindings and recursive functions. We
use the pair of parentheses () in two ways: first as a synonym for the value void of type
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unit, and second, similarly to the underscore, as a way to indicate a function argument
of unit type for which we do not want to invent a name.
The semicolon ; indicates chaining of expressions while ignoring the return value of
the first one, and we propose syntactic sugar for function definitions:
e1;eg :=let __ =ejineg
let f[X] (x:7)=eriney:=let f[x]=rec (z:7). e in ey
let rec f[X] (x:7)=er1iney:=let f[x]=rec f (x:7). ey in ez
In addition, we introduce syntactic sugar for the usual for loop:
for i = e; to ey do e3 done

stands for the following program:

let a = e in
let b = ey in
let fi = e3in

let rec aur k =
if & > b then void else (f k; aux (k+ 1))

in

auzT a
Occasionally, we will omit type annotations for function arguments, when the context
allows it; for example, in the above expansion of the for loop, the variables i and k are
clearly of integer type.

While we have not introduced function constants for operations on integers such as
addition and multiplication, we still use such functions in our examples. For example,
we use the well-known functions +, —, x and <, which are of type int —»? int =% int.
The usual comparison functions <, <, >, > are also occasionally used, and are of type
int =% int =% bool. We allow infix notation for all these functions.

Another issue is the one of equality tests; most programming languages supply a
binary function (=) to test for equality between two values. Formally, we do not
introduce a generic equality test, that works for all types. Instead, we use specific
equality tests such as

0

=int: int =" int - bool.

for the equality test between integers. In example programs, we still use the infix symbol
= for clarity.

Top-level bindings. In most programming languages, a program is a list of top-level
declarations and definitions. However, we only have presented expressions in W. It is
easy to remedy to this situation. Take the three introduction forms let, letregion and
region and define three top-level forms without the in part. Now a list of such top-level
forms, for example

letregion o
let f(z:7) = e

is transformed into a single expression using the corresponding expression forms with
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the in part, terminating with, for example, the void expression. In our example, we
obtain:

letregion g in

let f(z:7) = ein

void
We use top-level bindings in our examples.

We observe that the main differences between W and ML are explicit type, effect
and region generalization and instantiation, the two constructs letregion and region and
finally the presentation of W in A-normal form.

Examples. Let us give a few example programs to see what programs in W look like.
We start with a simple factorial function:

let rec fact (n:int) = if n=1then lelse n x f(n—1)
and its imperative counterpart, which uses a for loop instead of a recursive function:

let factwhile (n :int) =
letregion ¢ in
let z = ref [int,0] 1in

fori = 1tondo

z :=[int, o] lint, 0] z x 1
done;
lx

Note that the type and region polymorphic functions ref, := and ! have to be given the
corresponding type and region instantiations. We will often omit these instantiations
when the context permits it; in the case of := and !, both the type instantiation and the
region instantiation can be easily derived. We will always give the region instantiation
for ref, however.

Maybe the simplest higher-order function is the one that takes a function argument
and executes it:

let ezec [¢] (f: unit = unit) = f ()

The function definition itself is not very interesting; we will show how this function
can be typed in Section 2.1.3.

Yet another interesting function is the so-called Landin’s Knot (Landin, 1966), which
achieves recursion without using recursive functions. It does so by stocking the function
in a reference; recursive calls are replaced by calls to the function stored in the reference.
Here is the factorial function, implemented using this method:

letregion o
let circfact =
let ¢d n = nin
let = ref [o] id in
let fn = ifn = Othenlelsen x (lz) (n—1)in
z = f;

lx
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The circfact function returns the contents of the reference x, i.e., a function that com-
putes the factorial of its argument.

2.1.2. Semantics

We now move on to the semantics of the language. The semantics expresses what
each language construct actually does, and under what conditions a program executes
normally or gets stuck.

One can imagine using Hoare logic to define the semantics of a programming language;
there have been attempts to do just that (Hoare, 1974). But in our setting, this would
have several drawbacks. First, such rules would possibly be relatively complex and
not particularly illuminating. Second, more importantly, as we want to prove that
the Hoare logic we are going to define is correct, we need some other definition of the
semantics of the language. We therefore settle for the now-standard approach of Wright
and Felleisen (1994), called small step semantics. We define the semantics of W by a
syntactic relation — that describes under what condition an expression can reduce to
another. The intention is that this relation is reasonably close to what actually happens
on a computer, and reasonably easy to formulate and to understand. The rules of Hoare
logic will be proved correct with respect to this semantics.

We do not define — directly; instead, we first define a reduction relation — describes
a reduction step at the top of an expression. Then we define a relation —, that
describes a single such step at certain positions in an expression. The desired relation
—» is then simply the transitive closure of —: it describes a sequence of zero or more
steps of the relation —.

We now define more formally a few notions that are necessary to express the seman-
tics.

Definition 2.1. A dynamic region R is a finite mapping from locations [ to values
v. We write dom(R) to denote its domain. We write R[l — v] to add the binding [ — v
to R, or update an existing binding of [ in R. We write () for the empty region.

Definition 2.2. A store s is a finite mapping from region names r to dynamic regions
R. We write dom(s) to denote its domain. We write s[r — R] to add the binding r — R
to s, or update an existing binding of 7 in s.

Definition 2.3. We assume the existence of a function § with the signature
Store x Const x Value — Store x Value,

which knows how to interpret constant symbols when they are applied to an argument.
This function may be undefined, in particular for ill-typed applications. Throughout
our development, we assume a number of hypotheses about §. We will give a partial
definition of §. We also assume that § verifies a number of properties, and we will prove
these properties for our partial definition.

To be able to formulate the semantics of W, we need a notion of substitution of
values for variables. However, in W, values can be polymorphic, and variables can
carry instantiations. The consequence is that the notion of substitution is slightly more
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(8) s,(rec f(x:7).e)v — s,efr—v,frrec..]

(let) s,letx [x]=vine — s, efx— Ax.v]

(0) s,c[Rlv — (s, c[R],v)

(iftrue) s, if true then e else e —  s,€3

(iffalse) s, if false then e; else ea — s, e2

(letreg) s, letregion pine — s[r+— (], region 7 in e[o— 7] T ¢ dom(s)
(region) s,regionrinv — s,v

Figure 2.2: The reduction relation of W.

involved than in the standard literature. We therefore define a polymorphic substitution
of values, written [z — Ax.v]. Its informal meaning is the following: replace every
occurrence of z, possibly applied to some instantiations %, by v, in which the parameters
X have been replaced by k.

Definition 2.4. We define the polymorphic substitution as descending in every sub-
term, but on variables, it is defined as follows:

(z [R]) [x — Axv] = v[x—F]

(v [7]) [z = Axv] = y[F] x#y
If the list ¥ is empty, we simply write [z — v]. For the simultaneous substitution of
multiple values for multiple variables, we write [z — Ax.v,y — Ax/.0].

Now we have provided everything to define the reduction relation of our language. It
is summarized in Fig. 2.2. A state of our semantics is described by a pair s, e, where
s is a store and e is an expression. The pair s, e is also called a configuration. The
relation s,e — s’, ¢/ describes how e may reduce to €/, and provoke modifications in s to
obtain §’, at the top-level of the expression, i.e., the relation inspects only the top-most
structure of e. An application of a recursive function to an argument v is called a
B-reduction: we replace every occurrence of x in the body by the argument, and every
recursive occurrence f by the anonymous function. The reduction of a let-expression
is similar, but the value v is potentially polymorphic, so we need to use polymorphic
substitution. When we encounter a constant applied to a value, we use the function
6 to evaluate this expression and return the potentially modified state. Conditional
expressions are evaluated in the usual way. Finally, a letregion-construct creates a new
region with a fresh name in the store and reduces to a region-construct with the same
body. A region-expression can only reduce if its body is a value, in which case it simply
returns the value.

The reduction semantics makes use of the function ¢, which interprets constants.

Definition 2.5. We assume J to contain at least the following mappings:

3(s,! [rr], 1) = s,s(r)() r € dom(s),l € dom(s(r))
o(s, :[ ) = s =g

(s, :=r1r,v) = s[r—=s(r)[l—vl]],void re&dom(s),le dom(s(r))

d(s, ref[Tr] v)) = s[r— s(r)[l— )], r € dom(s),l ¢ dom(s(r))
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So the function !, with a certain type and region instantiation, applied to a memory
location, looks up the region in the store, and the memory location in the region, and
returns the contained value. The function ref creates a new memory location in an
existing region. The intention of the function constant := is that := [77] [ v overwrites
the current value of [ in region r by v. However, d needs two steps to achieve this,
passing by the constant :=,;;. We now see the meaning of this constant; it represents
the partial application of := to a memory location, and its instantiation. This formality
is necessary because we only allow a single argument to constants.

The relation — is undefined for tuples s,e for which none of the reduction rules
applies. This includes application of constants ¢ to arguments for which § is not defined,
the attempt to apply non-functional values, or an if-branch whose test is neither true
nor false.

To be able to describe reduction deeply inside a term, we use evaluation contexts:

E:=0]letx [x]=FEine]|regonrin E

An evaluation context describes where a reduction can take place inside a term. Hence,
an evaluation context can be seen as a term with a hole. However, only a very limited
choice is available for building evaluation contexts. Such a context can either be empty,
noted O, which means that the reduction takes place at top-level. It can also be a
let-expression with the hole on the left side. Finally, an evaluation context can be a
region-expression.

The actual one-step reduction —» is now simply the closure w.r.t. contexts of the
top-level one-step reduction:

/ /
s,e— s',e

CONTEXT
s, Ele] — s, E[€']

It describes how a term can be reduced to another using a single rewriting step of the
relation —, but only at certain points of an expression.

Finally, we define the reduction relation — as the reflexive and transitive closure of
the relation —:

/ / / / " "
s,e —» s e s,e — s e

REFL —M8M8M8— STEP o
5,6 —» s, € s,e —» s e

Stated otherwise, if s,e — s’,¢/, then s,e reduces in a finite number of steps of the
relation —, possibly no step at all, to s', ¢’

A special situation occurs when for a given configuration s, e, there is no s’, ¢’ such
that s,e — &', /. We distinguish two cases. Either e is actually a value v (no rule of —
or —» applies to values); we then say that the evaluation has terminated and v is the
result of the evaluation. On the other hand, if e is not a value, we say that e is stuck.
Being stuck is the way our semantics models undesirable errors such as typing errors
(applying, for example, the addition function to boolean values or trying to apply an
object which is not a function, say an integer, to some arguments) and memory errors
(accessing a memory location that does not exist).
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Surface language. A few elements of the syntax are not actually part of the language,
at least not the language a programmer might use. Users cannot refer to memory
locations in their programs, they cannot use region constants, and they cannot use the
region construct. These constructs are only there to simplify the reasoning about the
semantics of the language. This will become clearer in Section 2.1.3 concerning typing
and Section 2.1.4 containing the type soundness proof.

So far we have seen four different letters for the concept of regions: R,r, o and
p. Conceptually, they are all the same thing, but technically we have to distinguish
between: the actual mappings R from memory locations to values; the names r for
regions, that can appear in a running program; and the region variables ¢ which stand
for a region name r and can appear in programs written by a user or in running
programs, but are always bound by a letregion or let construct. Finally, the metavariable
p can be used to designate one of g and r. Apart from Section 2.1.2, we mostly use the
metavariable p to deal with the most general case. A user of W only ever sees region
variables o.

The relation between memory locations [ and program variables is somehow similar;
one the one hand, the surface language contains only variables x, but in a running
program, memory locations [ may also appear.

As a bibliographic note, the letregion construct has appeared, among others, in the
work of Tofte and Talpin (1997). We learned about the region construct in the paper
of Calcagno et al. (2002).

Examples. Fig. 2.3 presents an example of an evaluation, namely the application of
the factwhile function to the argument 2. The example shows the effects of the letregion
construct as well as the functions that manipulate references. The symbol () repre-
sents either the empty store (in the first two steps) or an empty region (in the third
configuration).

A few properties. Before we go on, we prove a few technical properties about the
reduction relation. As we have stated, the region construct is not part of the surface
language, but it can be created at certain places during the evaluation of an expression.
Some of the type soundness theorems (Section 2.1.4) are not correct if we do not re-
strict the occurrences of region to the ones that can actually occur in a reduction. We
introduce the notion of purity.

Definition 2.6. Let a value v be pure if v does not contain the region keyword at
all. We call an expression e pure if it only contains pure values. A store s is pure if all
stored values are pure. For example, the expression region r in 5 is pure, even though
it contains region, because every value in this expression is pure.

We now assume the function ¢ to preserve purity of expressions. This is an assump-
tion; we cannot prove it in general because we did not define §. However, we need to
prove that our assumption is coherent with Definition 2.5, in which we fixed some of the
mappings present in §. Therefore, our hypothesis is followed by a partial “proof”; that
only considers these fixed mappings. We use this scheme for all hypotheses concerning

0.
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2. The Specification Language

Hypothesis 2.7. If s is pure, and the value v is pure, and

s’ v = d(s, c[k],v),
then s’ and v’ are pure.

Proof for the constants of Definition 2.5. This hypothesis can easily be checked for the
mappings of Definition 2.5. O

Lemma 2.8. If e and s are pure, and if for s’ and € one of the conditions

1. s,e—~ s ¢

2. s,e — s, ¢
3. s,e—»s e
is true, then s’ and €' are pure as well.

Proof. 1. For the relation —, we simply check for each rule that purity is preserved.
Hypothesis 2.7 guarantees this for the rule (§). The rules iftrue, iffalse and region
do not change the store, and the resulting expression is a subexpression of the
initial one, so region is not produced. The rules () and let substitute values
for variables, but all values have been present before and cannot contain region.
Finally, the rule letregion produces a region construct, but it is not contained in a
value.

2. For the relation —, we proceed by induction on the form of the reduction context
E. If E is empty, the claim follows from the one about —. In the other two cases,
it is clear that any subexpression of the result of the reduction has either been
present before (and thus is pure) or has been obtained by reduction using —, and
is pure as well, as we already have proved the claim for —. The resulting state s’
is pure because it necessarily results from a reduction with —.

3. The claim for — is trivial; just proceed by induction over the length of the chain
of reductions using —.
O

2.1.3. Typing

One of the great advantages of ML programs compared to other languages such as C or
C++ is that ML programs can never get stuck. How is this possible, given that we have
seen that there exist expressions that can get stuck in our language? The answer is well-
typedness: not every well-formed expression is considered a valid program; in addition
to the syntactic restrictions, a typing relation ensures that no typing errors occur and
that all memory locations have been used correctly. In this section, we present our
typing relation, which also rules out wrong behavior with respect to regions.

An expression or a value must always be well-typed with respect to an environment
I', which basically gives types to all variables in the expression. In our case, programs
do not only contain variables, but also memory locations. Memory locations should
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be of type ref, 7, but the typing environment gives no information which region r and
which type 7 is appropriate. As a consequence, we need an additional environment that
associates to each memory location a type and a region.

Definition 2.9. A store typing X is a mapping from locations [ to a pair of a region
name r and a type 7: Location — Region x Type.

Finally, our programs also contain constants. A predefined function Typeof() gives
the type schemes of all constants; we only partially define this function here for the
constants we are interested in:

Typeof (ref) := Vap.ao —=° ref, a
Typeof (:=) := Vap.ref, o -0 o =2 unit
Typeof (:=y; ) := T —" unit
Typeof (!) := Vao.ref, a =¢ a
Typeof (void) := unit
Typeof (n) := int
Typeof (true) := bool
Typeof (false) := bool

For example, the function := takes as an argument a memory location in any region o, of
any type «a, a value of type a and, according to the semantics defined earlier, updates
the memory location with this value. The word “any” in the previous sentence is
translated by the generalization of the type and the region of the reference. Of course,
since the region which contains the location is affected by this operation, the region
appears in the effect of := on the second arrow. Similar considerations are valid for
the other functions manipulating references. Notice that we do not distinguish between
reading and writing a region, so ! also affects the region of its location argument. The
let construct permits to define polymorphic functions in W itself. Such polymorphic
constants and variables have to be used with an instantiation, which specializes its
type. This is the purpose of the syntax ¢ [] and z [R| for variables. Of course, for
monomorphic variables and constants, no instantiation needs to be given.

We now define the typing relations for values and programs; both are mutually recur-
sive. The typing relation for values is of the form I'; ¥ F, v : 7, which means that in the
environment I', given the store typing 3, the value v has type 7. The typing relation
for expressions is of the form I'; ¥ F e : 7, ¢ and states that under I and 3, e has type
7 and effect ¢. The relation for values is defined in Fig. 2.4. Since we are working
with store typings, the case for memory locations is easy: [ is well-typed of type ref, 7
if 3 contains a mapping [ — r,7. Variables with an instantiation & are well-typed if
they are contained in the environment and if their instantiation corresponds to their
type scheme. Constants are typed in a similar way. Recursive functions are of function
type 7/ —¥ 7 when, assuming that their argument is of type 7’ and assuming that the
recursive call is already of type 7" —% 7, the body can be typed to be of type 7 and
effect .

The typing relation for expressions is defined in Fig. 2.5. Every well-typed value is a
well-typed expression with no effect (rule VALUE). The effect of any expression can be

o1
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Figure 2.4: The typing rules for program values.
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Figure 2.5: The typing rules for program expressions.
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increased using the rule SUB. The letregion construct introduces a new region variable
in the typing environment, and removes it from the effect of the overall expression,
given that the region does not occur in the type, which is expressed by o ¢ 7. The
region construct is typed similarly, with the difference that the region constant r is not
introduced into the context. If a value v is of function type and if v’ is of the same
type as the argument of the function, then v v’ is of the return type of the function.
The overall effect of this expression is the latent effect of the function (rule App). If-
then-else expressions are well-typed if the condition is indeed of type bool and if the
two branches are of the same type and same effect. The overall effect is the union of
the effects of the two branches. A let-expression introduces a variable-binding into the
environment; this binding can only be polymorphic when the inner term e; is actually
a value v (rule LETPOLY); in this case, the effect of the let-expression is the effect of
the outer expression es. Otherwise, if e; is not a value, the introduced variable binding
must be monomorphic (rule LET).

Examples. Recall the following simple function (see page 44) that takes a function
argument f and applies it to the unit value:

let exec [¢] (f: unit =% unit) = f()in ...

We show its typing derivation in our system, where we have assumed that the expression
following the in, represented by the three dots, is of type 7 and effect :

I,e, f:unit =° unit; X F, [ : unit =° unit
Tye, f:unit =% unit; X F f () : unit,e

Aprp

REC
Iye; ¥y rec _ (f :unit = unit). f () : (unit —° unit) —° unit
T, exec : Ve.(unit = unit) = uni; X ... 7,0
LeTrPoLy - - -
[ Yk let exec [e] =rec  (f :unit =% unit). f ()in ...: 7,0

The particularity of this derivation is that exec is effect polymorphic; its type
exec : Ve.(unit —° unit) —° unit

describes that whatever the effect of f, the exec function has the same effect. This
generalization of the type of exec is achieved using the LETPOLY rule.

Let us show some other subtleties of the typing relation using an example. We recall
the factorial function defined using Landin’s knot (see page 44):

letregion o
let circfact () =
let ¢d n = nin
let z = ref o] id in
let fn = ifn = Othenlelsen x (lz) (n—1)in
z = f;

lz

This function can be typed as follows. First, we set 'y to be the environment inside
the letregion construct: I'g = p. Next, we observe that we can obtain the judgment

To,n:int; X F n:int, {o}
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with the following derivation (setting I';, = T'g,n : int):

I'n(n) =int
Iy X by nocint
I:XFncint, 0
[ X Fncint, {o}

VAR
VALUE

SuB

This proves that the identity function ¢d can be typed with the effectful type int —¢ int.
We go on and give the type ref, (int —=¢ int) to the reference z. Let us set

I'y =Ty, id : int = int,z : ref, (int =2 int).

Setting again I';, to I'y, n : int, we can prove

[ Xy 1:int
VALUE
;X1 :int, 0 [y 2 Hlr sint =2 int, {0}
SuB - App -
. [ X F1:int, {o} X Enx(lz)(n—1):int, {0}
F

[ X Fif n=0then 1else n x (lz)(n —1) :int, {o}

where we have omitted the typing derivations for the boolean condition n = 0 and the
integer expressions n and n — 1. This derivation now can be used to prove that f can
be given the type int —¢ int, just as id. As a consequence, we can assign x to f and
return the new contents of x, i.e., f.

The crucial part of this derivation is that ¢d and f can be given the same type,
although f has an effect on ¢ while id is pure. However, this purity can be abandoned
for typing purposes.

2.1.4. Properties

To prove that a program in our language cannot be stuck, we first prove that a closed
well-typed program is either a value or can do a reduction step using —. This property
is called progress. But this is not sufficient, because maybe our program will be stuck
after that one step, or after n steps. So the second part of the proof is preservation,
also called subject reduction, which states that all the reduction relations —, — and
—» preserve the property of well-typedness.

First, we assure ourselves that there are no unexpected constants of certain types:

Hypothesis 2.10. We assume that true and false are the only constants ¢ such that
Typeof (¢) = bool. Furthermore, we assume that there is no constant ¢ such that
Typeof (c) = ref, T.

Next, we assume that § does not get stuck on well-typed values.

Hypothesis 2.11. §(s,c[R| v) is always defined if c[R] v is well-typed in the empty
environment.

Proof for the constants of Definition 2.5. One can easily convince oneself that the well-
typed applications of ref, | and := are exactly the ones for which ¢ is defined. O
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Proposition 2.12 (Canonical values). In the empty environment T = (),
1. a value of type T —¥ 7' is either a constant or of the form rec f (x : 7). e,
2. a value of type bool is a constant,

3. a value of type ref, 7 is a memory location.

Proof. Simply by looking at the typing rules, and observing that, in the empty envi-
ronment, the rule PVAR can never be applied. ]

Additionally, we have to assume that the only constants of type bool are the values
true and false, and that there are no other constants of that type.

Hypothesis 2.13 (Constants of type bool). If a constant c is of type bool, then either
¢ = true or ¢ = false.

Before we can prove progress, we have to introduce a notion of compatibility between
stores and store typings.

Definition 2.14. A store s is compatible with a store typing, written X F s, when for
each region r € dom(s) and each location [ € dom(s(r)), the store typing ¥ contains
a mapping (I — r,7) for some 7, and we have 0; X -, s(r)(l) : 7. Compatibility of ¥
with s also includes preciseness, i.e., the domain of X and the set of locations in s (the
union of the domains of all regions in s) are equal.

Given these requirements on the typing of values and the constant interpretation
function 4, proving the “progress”-property is relatively easy.

Theorem 2.15 (Progress). For every expression e such that 0; X F e : 7,¢, and every
state s such that ¥ & s, either e is a value or there is a state s' and an expression €
such that s,e — s', €.

Proof. The proof is by induction of the structure of the typing derivation of e, and we
do a case analysis on the last rule that is applied.

Case VALUE In this case we are done because then e is actually a value.
Case SUB In this case, we can use the induction hypothesis, because e is unchanged.

Case APP In this case, e = v v/ and both values are well-typed in the empty environ-
ment. We can now apply Proposition 2.12 and we obtain that v is either of the
form rec f (x : 7). ep or a constant. In the former case, e admits a reduction,
because of the rule 8, and in the other case e is an application of a constant c,
and we know that all (even partial) well-typed applications of constants admit a
reduction using the ¢ rule.

Cases LET and LETPOLY In this case e = let = [Y] = e in ea. If e; is a value, this
expression admits a reduction using let, and otherwise we can conclude by the
induction hypothesis and the CONTEXT rule.
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Case IF Now we use again Proposition 2.12 to obtain that the condition is a constant.
We also know that true and false are the only constants of type bool, by Hypoth-
esis 2.13. Therefore, one of the reduction rules iftrue and iffalse must apply.

Case LETREG An expression of the form e = letregion o in €’ can always be reduced; it
is sufficient to choose a fresh region name.

Case REGION Then e is of the form e = region 7 in ¢/. There are two subcases here.
If € is a value, then e reduces to ¢/. If € is not a value, then we can apply the
induction hypothesis using the CONTEXT rule again.

O

Next we would like to prove subject reduction: when a reduction takes place, the
well-typedness of an expression is preserved. Actually, it is even better: reduction also
keeps the type of an expression. So, our subject reduction theorem for an expression e
could look like this:

I'Yke:7,¢ and s,e—s,e¢ imply I'S ke 70

but this is actually not quite right, for two reasons. The first reason is that the reduction
might decrease the effect of an expression. Think of the reduction of a lookup ! [r7] [;
This expression has an effect on the region p, but it reduces to an effect-free value
s(r)(l). Fortunately, the SUB rule helps out; using it, we can increase at will the effect
of an expression. In the example, we can simply pretend that s(r)(l) also has an effect
on r. The other reason is that a reduction can create new memory locations. Memory
locations are typed with the help of the store typing >, so when a new location is
created, we must update X to reflect this. To capture this update of ¥ we define:

Definition 2.16. A store typing X is subsumed by another one ¥/, written ¥ C X/,
if every mapping of ¥ also exists in ¥/,

And now we can formulate the actual subject reduction theorem (see Theorem 2.23
on page 61):

For every e such as ;X e : 7,0 and ¥ F s and s,e — s, ¢/, we have
;Y Fe' 7, for some ¥ D 3.

A first step is to prove that § preserves well-typedness. Again, we cannot prove,
but must assume this property. We prove the property for the mappings fixed in
Definition 2.5.

Hypothesis 2.17 (4 preserves well-typedness). For each defined mapping (s, c[g],v
s ') ind, if Ty F c[R] v:T, ¢ and X s, then there is some ¥’ O X such that X' + '
and T; X' o' o 7).

Proof for the constants of Definition 2.5. By definition, this is true for !, because the
fact that X s precisely states that v' = s(r)(l), the result of evaluating ! [, is of the
type specified in X. So here it is sufficient to choose ¥/ = 3. We also need to increase
the effect of v/ using SUB.
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For := [rr]l, the claim is obvious.

For :=,;, wv, we need to rely on the well-typedness of its argument v, which we
obtain by inversion of the typing rules. Thus we know that the type of v w.r.t. to I’
and ¥ is the same as is specified by (). As for the return type, the application of :=
and void are both of type unit.

In the case of ref, we have to extend ¥ to accommodate the newly created reference
cell. If the expression in question is ref [77] v, and if the newly created location is called
[, then define ¥ = X[l — (r,7)]. It is now clear that ¥’ I s’ by construction, and, as
v/ = [, we obtain well-typedness of the result value.

In all cases, we actually obtain I'; ¥ I, v’ : 7, but by application of VALUE and SUB,
we can obtain the desired judgment I'; ¥/ v’ : 7, ¢ for any effect . O

Lemma 2.18. Type, effect and region substitution preserve well-typedness:
1. For a pure value v, from I',x,IV; X, v : 7 follows I, TV¢; X by, vo : 79,

2. For a pure expression e without region constructs, from T, x,I"; X F e : 7, follows
DV Sk ed: 7o, 0

where ¢ is a substitution of the form [x — K].

Proof. We can proceed by simultaneous induction of the typing derivations, because
pure values do only contain expressions without region constructs, and pure expressions
only contain pure values. The actual proof is very easy, because we have evacuated
the only problematic case, the one of the region construct, for which the claim is actu-
ally false. In all cases, we can deconstruct the typing derivation, apply the induction
hypothesis and put things back together again. O

Substitution is an important part of the reduction relation; we prove that substitution
preserves the type of an expression separately.

Lemma 2.19 (Substitution Lemma). Suppose we have a pure, well-typed value v, such
that I',%; Xy v 7. For the two typing relations, we have:

1. Tyx :Vx.r, T2 by o' o 7/ implies T, T, X by, o[z — Axo] 7.

2. T,z :Vx.n, T2 Fe: 7 implies T, T"; X F e[z — Ax.v] : 75 .
Proof. We have to prove these properties by mutual induction over the typing deriva-
tions. We start by proving the first claim. We thus assume that I',; ¥ F, v : 7 and
I,z :Vx.7; 2 F, v : 7/, and proceed by a case analysis of the last typing rule of the latter

derivation. We denote by ¢ the substitution [z — Ax.v] and we set I', =T,z : V.7, 7.
We also set I'y =T, T".

Case VAR We have v' = y[F] and the following typing derivation:

Lu(y) = VX.-Ty

VAR — — —
Ly X by y[R] 7y [X — R

Let us first assume that x # y. In this case, v’ is untouched by the substitution,
and the typing derivation remains unchanged when switching from I'; to I'y, as
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2. The Specification Language

the removal of the binding for x does not change anything when looking up the
binding for y. Therefore, we have the desired claim.

Let now x = y. We set § = [y — &|. In this case, v/¢p = vf. We know that vf
verifies I'y; ¥ =, v0 : 70 because of Lemma 2.18 and the fact that v is pure. Now
we only have to prove that 76 = 7/ and we are done. But this is obvious, as in ',
we have z : Vx.7 and we know that under Iy, the term z [F] has type 7'.

We have shown that whether = y or not, we obtain the claim in both cases.

Cases Loc and CoNST Both memory locations and constants are not affected by sub-
stitutions, and their typing is not affected by the typing environment. Therefore,
the lemma is trivially true.

Case ABs We have v/ =rec f (y: 7). e. We obtain the following derivation:

Abs Lo, fimy =Yy Xbert,o

Ip;Xbyrec fy:my). ety =¥ n

and we assume the lemma to be true for the hypothesis of the typing rule. We
therefore obtain the substituted typing derivation

Lo, fomy =P m,y:1ys8Fedp:m,p

we can now simply reconstruct the function definition using the ABS rule, and we
are done.

We have shown the first claim, provided the second claim is true for smaller expressions.
The missing part of the proof, showing that the second claim is true, provided that the
first claim is true for values, is simple; we just have to decompose the typing derivation,
apply the induction hypothesis and put the different parts together again. We do not
show this mechanical development here. O

Proposition 2.20 (Values have empty effect). For any value v such that ;3 v : 7, ¢,
we can also prove T;X Fyv: 7 and T; X F v 1,¢, for any effect .

Proof. If we have I';¥ =, v : 7, we can prove I';X I e : 7,0) by an application of the
VALUE rule and T'; ¥ F e : 7, ¢’ by an application of SUB, because () C ¢’ is always true.
So we have proved that the first claim implies the second. Now let use prove the first
claim, by induction of the length of the typing derivation of I'; ¥ F e : 7, ¢ and by case
analysis of the last rule applied. The only two cases to consider are the rules VALUE
and SUB, the other typing rules do not apply to values. For the case of SUB, we simply
apply the induction hypothesis and we are done. For the case of VALUE, the claim is
stated in the hypothesis of the typing rule. O

Basically, what we have proved is that the only way a value can be typed as an
expression is by using the VALUE rule and an arbitrary number of applications of SUB.

We can now proceed and prove the subject reduction property for each of the reduc-
tion relations —, — and —».
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Lemma 2.21 (Top Level Subject Reduction). For every pure e such as ;X Fe: 7, ¢
and X+ s and s,e — s', ¢/, we have T; X' e’ i 7,0 and X' F s for some ¥’ D X.

Proof. By case analysis over the last rule of the typing derivation of e. We must consider
every rule except VALUE.

Case App If AppP was the last typing rule to be applied, we are considering one of the
reductions () or (J). If the rule (4) was applied, we can conclude by Hypoth-
esis 2.17. If the reduction () was applied, we obtain the following derivation
tree:

I':Ske: T
© . e p— ® . !
¥ byrec f(x:7)oer:m =97 'Y byv:T
[k (rec f(z:7). e1) v:T,p

RE
Aprp

where IV =T, f : 7/ =% 7,2 : 7/. Looking at the () rule, we see that
e =eiflr—=uv frerec f(z:7). e
We can set ¥/ = ¥, because s is unchanged, so we are left to prove:
;Y Fefzv, frerec f(z:7) el]:m .

Using the two hypotheses of the derivation together with a double application of
Lemma 2.19 we obtain the desired conclusion. Both substituted values are pure
by hypothesis.

Case LET In this case, the only possible reduction rule is (let), and as we are in the
monomorphic case, there is no generalization. The term e must be of the form
let x = v in e1, and we can deduce the following derivation tree:

Y Fo:7m, o Fz:7 8 Fe 7,09
LET

Y Fletz=wvine; : 7,01 Ups

We can derive that ¢’ = e1[z — v] and we have to prove that ¢’ can be typed with
type 7 and effect . We can conclude by Lemma 2.19, because we can also derive
a judgment of the form I'; ¥ , v : 7/ for v, and v is pure. We can again leave %
unchanged, because s did not change.

Case LETPOLY This case is identical, but now we have to fully use the Substitution
Lemma in its polymorphic case.

Case IF The two possible reduction rules are iftrue and iffalse; we will focus on the
former, the proof for the latter being symmetric. By inversion, we obtain the
following typing derivation for e = if v then e else es:

I''Y F, v: bool ¥ Fe:m,e X Fes:m,p
F
I X Fif v then e else ea : 71, ¢

I

The reduction of iftrue leaves us with ¢’ = e1, and the induction hypothesis applied
to the second hypothesis of the typing derivation allows to obtain the required
statement for ey, setting ¥/ = X.
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2. The Specification Language
Case SUB Here we cannot tell what reduction rule has been applied. But we know that
we have the following typing derivation:

F;E}—e:T,cp’ <p'§<p
YXkFe:rp

SuB

We can now apply the induction hypothesis to the shorter typing derivation of
Y Fe:7,¢, and obtain I'; X F e : 7, ¢’ for some ¥/. Now we simply apply the
rule SUB again and we are done. This last application is correct since ¢’ C .

Case REGION The only possible reduction rule is region, so we know that
e = region 7 in v.
We have the following typing derivation:

YXkFov:ire

REGION - - ;
;¥ Fregionrinv:T,o \ r

The result of the reduction is v. By Proposition 2.20, we can also prove
;X kv:r e\ 1
and as s is unchanged, we are done.
Case LETREG The only possible reduction rule is letreg, and we obtain
e = letregion g in e.
We have the following typing derivation:

IoXkFe:m, T
LETREG ¢ Ld Q¢

I3 F letregion gine: 7,0\ o

The result of the reduction is region r in e[p +— 7], where r is the region name
chosen during the execution of the reduction. Setting 6 = [p — 7], and using
Lemma 2.18, we can prove that I'; X F ef : 70, 00. As o ¢ 7, we have 70 = 7.
We also have ¢ \ 0 = ¢f \ r, so we can conclude using the REGION rule. As the
newly created region does not contain any memory locations yet, we do not need
to change 3.

O

We have completed the most difficult part. We can now continue to prove the same
property about the relation —.

Lemma 2.22 (One Step Subject Reduction). For every pure e such asT; X Fe:7,p
and X+ s and s,e — s’ €/, we have T; X' €' : 7,0 and X' F s for some ¥’ D X.

Proof. We prove this lemma by induction over the form of reduction contexts. If the
context is empty, i.e., of the form O, the lemma states the same property as Lemma 2.21.
There are two cases remaining.
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Case region We know that e = region 7 in F[e;] and that we have s,e; — s, ¢€}. We can
derive s, Ele1] — ¢, Ele}] as well. Using the induction hypothesis, we obtain a
derivation for I'; ¥ + Ele}] : 7, ¢’ for some ¥’ for which ¥’ F s’. Now we simply
apply the REGION rule to obtain the desired statement for the overall expression
e = region r in Ele}].

Case let The term we are considering is of the form e = let x [x] = El[e;] in eg, and
we have s,e; — §',€]. We can derive s, Fle;] — ', E[e}] as well. Therefore,
Ele1] is not a value, and the applied typing rule must have been LET, with the
list ¥ being empty. We also know, by induction hypothesis, that s and E[e}] are
well-typed w.r.t. to I' and some Y¥’. We can conclude by applying the LET rule
once again, obtaining that I'; X' - let z = Ele}] in ez : 7, ¢.

O]

Theorem 2.23 (Subject Reduction). For every pure e such asT;3X ¢ e: 7,0 and ¥ F s
and s,e — s’ €', we have T; X'+ € : 1,¢ for some ¥/ D X.

Proof. We prove this theorem by induction over the length n of the reduction chain
described by s,e — --- — s, €/. If n is zero, this chain is empty and s = s’ as well
as e = ¢’; the theorem is trivial. In the induction step, we assume the property for a
chain of length n, ending with s”,e” and have to prove it for a chain of length n + 1,
ending with s’,¢’. By the induction hypothesis, the property is true for s”,e”, and as
we have s”,e” — s, €/, we can use Lemma 2.22 for the last step. O

Together with the Progress property of Theorem 2.15, we now can establish the
safety property of our language. We have underlined that region is not part of the
surface language, and this property is now a hypothesis of the main result.

Corollary. For any well-typed expression e without region such that 0;0 & e : 7,0,
starting in the empty store 0, the configuration (), e either reduces forever or reduces to
a configuration s',v with 0; X, v : 1 for some X'.

2.1.5. A Generalization of the Results

By looking closely at the results of the previous section, it is clear that we have used
only a few properties of effects. Indeed, the precise form of effects is largely irrelevant.
We only need the union U of effects and the removal \ of a region from an effect:

p1Upz  and  @\p
as well as the tests of presence and inclusion of effects:
pcy and @ C¢

To be able to prove Lemma 2.18, we need the effect union to be stable under substi-
tution:

(L1 Up2)d = @16 U @b
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Stability of the the region removal operation \ is also required, but we can restrict the
substitution ¢ to particular cases, because of the precise places where \ is employed in
the typing rules. In the case of the region being a region variable g, we are in the case
of the letregion construct, and therefore we can assume that g is fresh, i.e., that ¢ does
not contain g, neither in the domain nor the image.

(p\o)p=wp\op=pp\o ifpdo

In the case where p is a region constant r we are in the case of the region construct; we
do not need stability in this case, because of purity requirement in Lemma 2.18. All
these properties also suffice to prove Lemma 2.19.

To prove subject reduction, we also need the following property:

p\o=¢plor]\r

It is needed in the case concerning letregion in Lemma 2.21.

In Chapter 3 and Chapter 4, we will use this more general formulation of type sound-
ness to enable interesting variants of the presented system, just by modifying the rep-
resentation of effects.

Nielson et al. (1999) have noticed this genericity of effects long ago. Leroy and
Pessaux (2000) have developed an effect system for exceptions, that is very similar to
ours, but with an efficient type inference algorithm. Marino and Millstein (2009) have
proposed a generic effect system, along with a mechanized soundness proof.

2.2. The Logic L

The previous section has shown that programs in our language cannot get stuck —
they cannot crash. Looking at it from the right angle, typing a program (establishing
its well-typedness) actually means proving something about a program. According to
Theorem 2.23, someone who establishes the well-typedness of a program has proved
that this program will not crash.

However, as we have seen in the introduction, a program can exhibit undesirable
behavior other than a simple crash; for example, an incorrect implementation of an
algorithm may not be very useful. Non-termination is another undesirable behavior.
Similarly to the well-typedness, one would like to prove that the program terminates,
and prove that the program is correct, i.e., that it computes the expected value.

Unfortunately, proving the correctness of programs is as hard as proving mathemat-
ical theorems. This is not surprising, as many algorithms are based on mathematical
theorems. There are countless examples, but a very simple one is the second program of
The Art of Computer Programming (Knuth, 1997), which computes the first n primes.
To minimize the number of division tests, this program uses an optimization that can
by justified by Bertrand’s Theorem , a non-trivial result of the theory of prime numbers.
To prove the program correct, one has to prove Bertrand’s Theorem (Théry, 2002).

This also means that program correctness is undecidable: there can not be an al-
gorithm which takes a program and its specification as an input and checks that the
program indeed verifies the specification.
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In this section, we describe our own language of specifications. It is a formal logic
language. As we have stated, a specification language should be able to express all
aspects of the programming language. As our language is a higher-order language with
side effects, the two main aspects of our logic are the presence of higher-order functions
and state. We call this logic the language L.

2.2.1. Syntax

State types. The logic L is aimed at the verification of programs written in W. There-
fore, there should be some possibility to speak about the state, as programs in W may
have side effects. This possibility is provided by state types. A state type is written
(), where ¢ is an effect expression. An Object of this type, a state object, can be seen
as a portion of the store whose domain is described by the effect expression ¢. Such
a state object can be restricted in its domain, or merged with another state object, or
queried at a certain region and memory location.

Logic types. The types in the logic, denoted by the symbol o, are very similar to
the types in the programming language. As before, we have type variables «, type
constructors ¢ and reference types ref, o. There is no type for effectful functions;
instead, there is the type 0 — o’ for pure functions of argument type o and return
type o’. These functions always terminate as well. We have already discussed state
types, written (). There are also two new type constructors: the first one is prop, it
represents the type of propositions. The second one is X, a binary type constructor
that represents pairs. We write o1 X o9 instead of x (o1, 02). The metavariable x is used
in the logic as well, but we replace the metavariable x by the metavariable sz, which
stands for effects, regions or logic types.

Lt u= -+ |prop| X
o = alo—=o|ia|(p) |ref, o
= olply

Constants. Even the syntax of the logic is not that different from programs. All pro-
gram constants are also part of the constants in L. Additionally, we have two constants
True and False of type prop, the usual logical connectives, the constant mkpair to con-
struct pairs and the constants fst and snd to access the left and right component of
a pair, respectively. Finally, there are three other constants combine, restrict and get
which will be explained later.

¢ n= ---|True|False| = | A | V

| combine | € | restrict | get | mkpair | fst | snd

Terms. The actual language is a standard higher-order language, as for example de-
fined in (Andrews, 1986). As in the programming language, a term t can be a constant
c or a variable x, both with possible type, effect and region instantiations. There is
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Lt u= .- |prop| x
o = alo—=o|tT|(p) |ref, o
¢ u= ---|True|False| = | A | V
| combine | € | restrict | get | mkpair | fst | snd
t,p,gq == cla|x[E |l |V|tt|t=t|ANz:0)t
|letz [x]=tint|Vz:ot|Vxt|peEt|lo=0
A == 0|Az:Vxo|AYX

Figure 2.6: The syntax of L.

the pure application ¢ ¢ and the equality between two terms ¢t = ¢. In the logic, one
can build anonymous functions using a A-abstraction A(x : o).t. It is important to note
that these functions are non-recursive, terminating and cannot have any side effects.
Just as in W, we have a polymorphic let construct. For the sake of the later formal
development, we also need to refer to memory locations [ in L, just as we do in W.
There is the usual quantification Vz : ¢.t and the introduction of type, effect and region
variables Vx.t. The expression p € t is a predicate that decides if a certain region is in
the domain of a value of state type. Finally, we can check if two regions are equal using
the test o = o.

t,p,q == clH|z[F|l|d|tt|t=t]|Nz:0).t
|letx [X]=tint|Ve:ot|Vxt|oEt|o=0

The special term 9 is not available to the user and is only there for the purpose of the
correctness proof. It stands for the current state; what that means becomes clear in
section Section 2.2.4.

A summary of the syntax of the logic appears in Fig. 2.6. The logical connectors
=, A and so on will be used in infix form, i.e., t = t' instead of = t t/. Instead of
mkpair ¢ t' we will write (¢,¢'). If type, region and effect instantiations are not important
or easy to derive from the context, we omit them.

2.2.2. Typing

Just as our programming language, logical formulas are typed to avoid writing mean-
ingless formulas. The judgment A; X b ¢ : o expresses that in the typing environment
A, and under the store typing 3, the formula ¢ has type o. This judgment is defined
in Fig. 2.7. It is straightforward, but it contains a few unusual parts. First, just as in
programs, we have type, effect and region substitutions (rules L-CONST and L-VAR).
To type constants, we use the function Logic Typeof instead of the counterpart Typeof
for programs. Second, as logical terms are always pure, we can generalize every let-
binding (L-LET rule). Application, abstraction, quantification and equality are typed
in the usual way. Memory locations [ are typed using the store typing ¥ (rule L-Loc).
It should also be noticed that albeit the syntax and typing derivation of the logic are
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A = V.
L-VAr (a:) VX0

A;Y b x 7)ol — ]

() =,
L-Loc () nT

A; bl cref, [7]

2.2. The Logic L

LogicTypeof (¢) = Vx.o

L-C
ONST A; Y b [x ol — 7]

regions(X) = ¢

L-Sto
TORE A0 (p)

JAND I S e At o Az:o Ykt o
L-App ; L-ABs ; ;
A;Y bttt o A;YH Nz :o)t:o =0
Az:0';XH t: prop ANt o Az :Vxo;XhHt:o
L-FoRrALL

A:Y b VYx o't prop

A;Y bttt 0

L-EqQ
A; Yty =ty : prop

A7Q7Z|_lt<90>
A;Y o€ t:prop

L-INDoM

L-REGEQ

A Hletx [x]=tint:o

A, ;X t: prop
A; Y VXt prop

L-FORALLTYPE

A, 01,02; X 1 01 = 02 : prop

Figure 2.7: The typing rules for L.

quite similar to the one of programs, and despite the presence of memory locations and
reference types in the syntax, logical terms can not have any side effects, a fact that
is also reflected in the form of the typing derivation. An appropriate translation from
program values to logical formulas (presented in this chapter) will take care of this
property. The general idea is that in the logic, references can only be used to read, and
only with respect to an explicitly given portion of the store at a certain point in time.
Finally, the special term ¢ is of state type, whose domain is given by the store typing
¥ (rule L-STORE).

There is a correspondence between the types 7 of programs and the types o of formu-
las: every program type 7 has a corresponding logical type [o]. This correspondence
is defined as follows.

Definition 2.24. The logical reflection of a program type 7, written [7], is defined as
follows:

[a] = «
7l =0T
[ref, 7] =ref, [T]

_—
I

(71 =7 ma] = (1] = {p) = prop) x ([11] = (p) = (¥) = [72] = prop)

This basically means that type variables and type constructors can be taken over
as-is to the logic. But effectful functions do not exist in L, so we need to do something.
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The idea (Régis-Gianas and Pottier, 2008) is to represent an effectful function in the
logic by its specification. A specification is a precondition depending on the argument
and a state and a postcondition depending on the initial state and the final state, the
argument and the return value. Therefore, an effectful function type is translated as
a tuple whose components have exactly the expected types. Note that the state types
have as domain precisely the effect of the body of the function.

Definition 2.25. We assume the existence of a function Logic Typeof, which associates
a logic type to each constant. We also assume that the domain of the Typeof function
is included in the one of LogicTypeof. We finally assume that it is defined such that for
every constant in the domain of Typeof, we have

LogicTypeof (¢) = [ Typeof (c)].

This means, for example, that even though ref, ! and := are constants in the logic,
one cannot use them to produce side effects, as in L their types are tuples with pre-
and postconditions and not function types.

Additionally, we assume that LogicTypeof is defined as follows for the previously
introduced constants:

True, False : prop

N,V ,= = prop— prop — prop
mkpair : Vafa— B —axp
fst, pre : Vaf.axf—a«

snd, post : Vaf.axpf—p

The following constants are associated with state and are typed as follows:

combine : Vejeoes.(e162) — (e2e3) — (e1€2€3)
restrict : Vejea.(e182) — (e1)

get : Vape. (o) — ref, a = «

set : Vape.(oe) — ref, a = a — (oe)

€ : Vape.(og) — ref, a — prop

Their meaning is explained in Section 2.2.3.

When writing terms of L, we will mostly omit type, effect and region instantiations.
In the particular case of the functions concerning state types, we sometimes explicit
such instantiations. We therefore introduce the following notations:

get, = get [opy] where o and ¢ can be derived from the context
set, = set [opy] where o and ¢ can be derived from the context
restrict, = restrict [p¢’] where ¢’ can be derived from the context

In other words, the subscript of get determines its region instantiation, while the sub-
script of restrict determines its return type.

2.2.3. Semantics

A logic is useless if we do not know what its formulas mean. To be able to say anything
about our formulas, we need a semantics for it. Defining the semantics of a logic is a
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very difficult task. We reuse here parts of the semantics of the higher-order logic defined
by Andrews (1986). We only extend the semantics to cover the language elements we
have added, namely region and effect polymorphism and store objects.

Andrews (1986), based on the work by Henkin (1950), defines the semantics by frames,
a pair

{Ds}o, J)
where for each type o, D, is the set of all semantics values of type o. For example,
Dine ={...,—1,0,1,2,...} and the set D,,_,, is the set of all functions from oy to os.

J is a mapping from the constants to their intended meaning, e.g., the conjunction A
is mapped to the function that is equal to True whenever both its arguments are True.
In this semantics, each construction in the logic is mapped to a similar construct
of the semantic domain. For example, application of a term ¢; to another term to is
modeled by the application of the meaning of ¢, which is a mathematical function, to
the meaning of 5. These definitions make it trivial to prove the following properties:

Proposition 2.26 ((Andrews, 1986)). The following equalities can be proved in L:

()\CC : O'.tl) to = tl[.’E — tg]
let = [X] = t1 in to = to[z — AX.11]

We make the additional hypothesis that all models we consider also admit n-equivalence.

Hypothesis 2.27 (n-equivalence). The following equality can be proved in L:

Ne:ofx)=f

We now extend this semantics to the constructs that we have added: region variables
are interpreted as region names such as r, and effect variables are interpreted as sets
of region names. Under this interpretation, an effect is simply a set of region names,
and the type D, is the set of stores with exactly the region domain described by ¢.
Finally, for all ¢ and o, the set Dy, » is the set of memory locations .

We now have to give an meaning to the constants of the logic that concern state
objects. Most of them are obvious and quite simple. The formula p € s is true when
the region name designated by g is in the domain of the store described by s; the
function symbol € concerning references checks if a memory location is in the domain
of the region of a store. The constant restrict is the function that restricts the store to
a certain domain of regions, but leaves the contents unchanged. The function combine
merges two stores, such that, when there is overlap in the region domains of the two
stores, the contents of the second store are kept. The domain of the result store is
always the union of the initial domains. The function set corresponds to the update
operation of a location in a store: s[r — s(r)[l — v]].

The only delicate constant is get. It is intended to represent the lookup of a location
in a certain region of a store, written s(r)(!). By the typing information, we can prove
that r is indeed in the domain of s, otherwise the application of get would be ill-typed.
However, we cannot guarantee that [ is indeed in the domain of s(r).

However, it is easy to render the interpretation of get [opp] s = total. Let us first
make the assumption that all types in L are inhabited. This seems to be a strong
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requirement, but it is easy to see that it is true. First remark that all base types such
as int and bool are inhabited. The set of memory locations, which is the interpretation
of reference types, is also inhabited, as is any concrete state type: simply choose the
store with the corresponding region domain, where all regions are empty. The only
remaining type are function types o1 — o9. There is always a function of this type,
namely the function that throws away its argument and returns an inhabitant of os.
Note that HOL (Gordon, 2000), whose logic is very similar to L, requires types to be
inhabited as well (Keller and Werner, 2010).

This property now helps us to render the interpretation of get [or¢] s [ total. We
define get to check whether the memory location [ exists in the region r; if it does, the
value s(r)(l) is returned. If it does not, some arbitrary value of type o is returned.
Such a value exists because ¢ is inhabited.

Using this interpretation as the semantic basis of our logic, we can prove the following
properties of our functions:

Al : get(setsxzv)z=v

A2 : zH#y=get(setsyv)x=getsux

A3 1 01 # 02 = get, (sety, sy v) v =get, sz
A4 : get (restrict s) xr = get s x

A5 : o ¢ sy = get, (combine 51 s3) ¥ = get 51 ¥
A6 : o€ sy = get (combine 51 s2) x = get so x
A7 : combine (restricty, s) (restricty, s) = restricty, p, s

The first three properties simply summarize the usual properties of finite maps: writing
a value and reading at the same place recovers the same value (Al); when reading at
other places — either a different location in the same region (A2) or in a different region
(A3), the update is irrelevant. Property (A4) expresses that restrict never changes the
values of a map, while (A5) and (A6) rephrase that the second argument of combine
may overwrite parts of the first one. Property (A7) states that restricting the same
state twice and recombining it is equivalent to restricting it only once. In the following,
we will accept these properties as axioms.

Examples. Let us show a few examples of formulas, including formulas that reason
about state. The following anonymous predicate over integers states that its second
argument is one greater than the first:

Atcint. Ajrint. e = § + 1
The next formula is a higher-order predicate over a pair of functions:

Af:(int — (o) — prop) x (int = (0) — (@) — int — prop).

Vz:int. Vs:(g).z > 0 = fstfuzs

It states that the first component of f — a predicate over an integer and a state with
region o — holds whenever its first argument z is positive. Considering the type of f to
be the image of the program type int —¢ int, this statement can also be interpreted as
saying that the precondition of f holds whenever the function argument x is positive.

We could have used the synonym pre instead of fst, to underline the fact that we access
the precondition of f.
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Finally, a predicate concerning state can look like this:

As i (0).Aw : ref, int. get, s = 0
We use the function get to access the state s at the memory location denoted by x. We
could have also used our notation !! instead of get to abbreviate the formula:

"zs =0

The region instantiation of get is implied by the type of x.

Properties of the typing derivation. We give here, without proof, some important
properties about typing derivations for terms. First note that type, region and effect
substitutions are defined in the same way as in W (see Definition 2.4).

Lemma 2.28 (Substitution Lemma for Metavariables). From
Ax,A;SkHt:o

follows
A A [ = #]; St = 5] o[x = H]

Lemma 2.29 (Substitution Lemma for L). From
Az:Vxo ,A;SHt:o and Ax;XHt 0

follows
AN S b o= At o

Both lemmas are straightforward to prove.

2.2.4. Annotating Programs

Up to now, we have defined a logic L and a programming language W, but they do not
interact. Before we define the weakest precondition calculus in Chapter 3, we integrate
annotations into the programming language. A natural building block of programs
are functions, so functions should be annotated with pre- and postconditions. In W,
functions are built using the rec construct. Therefore, we change the syntax of recursive
functions to this one:

e u= - |rec f(z:7){p}e{q}]| -

where p,q are logical terms. The semantics of functions does not change; upon S-
reduction, the annotations are simply thrown away. Typing does change slightly; we
replace the rule for recursive functions by this one:

I f:7 =%rz:7;3Fe:T,0
. [T,z : 75 p:(p) —prop  [T,x:7 38k q: (p) = (p) = [T] — prop

R
. [N b, rec f(x:7){pte{q}: 7 =¥ 7

We can argue that this does not change anything about the progress and subject
reduction theorems. In particular, the substitution lemma still holds because we also
have a substitution lemma for logical terms.
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Notation and examples. Let us look at purely functional factorial function. We can
fully specify this function like this:

let rec fact (n:int) =
{Acur: (). n >11}
if n=1then lelsen x f(n—1)
{ Xold, cur: ().Ar :int.r = n!}

where n! is the mathematical definition of the factorial. Note that our precondition
(the first formula framed by curly braces) has, as expected, the type () — prop; it
expresses that the argument n must be at least 1 for a call to fact to be meaningful.
The postcondition has type () — () — int — prop and states that the return value is
indeed the factorial of the argument.

It would be tedious to write all those abstractions all the time. We therefore agree
upon names for state abstractions once and for all: we fix them to be cur for the current
state in the pre- and postcondition, and to be old for the initial state of the function
call (available only in the postcondition). Having set these names, we can leave out
the abstractions and let them be implicit. For the abstraction of the return value, we
choose another syntax, so that we can write the specification of fact in this way:

let rec fact (n:int) =
[n>1)
if n=1thenlelsen x f(n—1)
{r:r=mn}

which is much more readable.
Now let us move on to an example with side effects. We present here a trivial example
just to introduce the notation.

let setzero [o] (n : ref, int) =
{
n = 0
{ get,ncur = 0}

We have used the function get and the convention cur for the current state to express
that n, after executing the function, is indeed equal to 0. To be able to say this more
concisely, we use !! instead of get, the region parameter is implied by the reference type,
and we say that if no state variable is given, the considered state is always cur. The
postcondition can now be written as:

{"n =0}

The examples we have seen only intend to introduce the syntax and some notation.
Chapter 5 contains many examples that are much more realistic and interesting than
the ones in this chapter.

Functions with more than one argument. Up to now, we have only dealt with one-
argument functions, because that is what the syntax contains directly. It is very easy to
obtain functions with several arguments, both in the simple and the recursive case. Let
us forget for a moment about specification annotations. Simple and recursive functions
with several arguments can be written as follows: the two function definitions
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let faoy ..., = €
letrecga ...z, = €
stand for
let f = rec __ mx. ...rec __ xy.€
let g = rec g x1. ...rec __ xy.€

Now, the situation is slightly more complicated when specifications come into play. We
would like to write specifications for multiple-argument functions like this:

let fay ...on = {p}e{qg}
letrecgay ...z = {pgte{q}

where the pre- and postconditions may refer to the argument variables. For such a
function definition, we only have a single pair of specifications, but we need n pre- and
postconditions for the expansion of the syntactic sugar. The missing preconditions are
easy to find: it is always possible to partially apply the first n — 1 arguments to obtain
the function closure. We therefore can simply put True as precondition of the n — 1
outer abstractions, and py (or py) as precondition of the innermost abstraction. In this
way, py is in the scope of all abstraction variables, and this choice does reflect the fact
that py has to be true when all arguments of f are applied. The same argument makes
clear that gy must be the postcondition of the innermost abstraction, but we cannot
simply set the other postconditions to True as we did for the preconditions. Otherwise,
a program that partially applies f would not be able to state anything about the result;
and remember that in our language, all applications to n-ary functions are transformed
into n partial applications because of the transformation into A-normal form. The best
solution is to state in each postcondition precisely that the partial application returns
a function with the correct specification.

Let us see a very simple example. We want to define our own addition function, here
in the surface syntax:

let plus z y =

{}

x +y
{r:r=2z+4+ 1y}

Following what we said before, we can translate this program to the basic syntax as
follows:

let plus =
rec .
{ True }
rec y{True}l.z 4+ y{r:r=2z+ y}
{r : r = (Az.Xcur.True, Az.dold.Acur Ar. r = z + y) }

The initial specification of plus becomes the specification of the inner anonymous func-
tion. The precondition of the outer function is True, while the postcondition states that
its result is equal to the lifted inner function.
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Lifting values. We have seen that program types can be lifted to logical types using
the [-] transformation. If we want to refer to values of our program in annotations, we
need a similar operation for values of the programming language. Starting from the
basic idea that effectful functions are represented by their specification, this is actually
easy.

Definition 2.30. The reflection of a program value v in the logic is defined as:

[e®l = cTn
2w = a[#]
M = 1
frec f (e:7){plela}] = Owa:[rlp e [rlg)

The notation [k| indicates that a lift operation is applied to all types in this list; lifting
has no impact on effects and regions.

Of course, the intention is that the two definitions for lifting of values and types are
consistent:

Proposition 2.31. I'; X b, v : 7 implies [I']; X F; [v] @ [7].

Proof. By case analysis on the structure of the value. The case for constants and vari-
ables is trivial; we simply have to observe that lifting and type substitution commutes.
We have
[7¢] =[7]¢

for any type, effect or region substitution ¢. The case for memory locations is equally
trivial. For the case of recursive functions, observe that p and ¢ already have the
expected types of the first and second component of the pair (see the REC rule), or
almost; we just have to add the abstraction over the argument x of the function. O

Proposition 2.32. Lifting and value substitution commute:

[vfz = x0T = [v][z = X [V]]

Proof. Trivial; simply unfold the definition of [-] and of the substitution. O

Validity of a formula with respect to a state. Formulas refer to the state of a program
using state objects, whose types are of the form (y), as we have seen. In the next
chapter, we link the semantics of W to the semantics of L. In particular, this requires to
be able to interpret the store s in the logic. Let us remark that the domain of a store,
a set of regions, can be interpreted as an effect expression.

Definition 2.33. If s is a store of domain ¢, we define [s] to be a state object of
type (¢) such that all well-typed instances of the following axiom are true:

get, s L= [s(r)(D)].
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We can argue, using the program typing rule Loc and Proposition 2.31, that [s(r)(l)]
is of the expected type, namely if [ is of (program) type ref, 7 for some region r, then
[s(r)(1)] is of type [T].

The store s in which a program e evolves is not directly available; it is outside of
the program, and it is subject to change. In the proofs of Chapter 3, we still need to
refer to the “current” store sometimes; we therefore introduce a special constant ¥ that
stands for the current store; its type is determined by the store typing >. We now can
define the validity of a formula w.r.t. a store:

Definition 2.34. Let s be a store, ¥ F s and f a formula such that A; 3 ; f : prop.
We define s = f to be true if f[ — [s]] is true. Said otherwise, in s |= f, the special
term ¥ refers to the lifted store [s].

Similar to the region construct and memory locations [, the term ¢ is not available in
the surface language. It appears only in the correctness proofs of Chapter 3. We will
use the notation 9, to refer to the restriction of ¥ to ¢.
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In the previous chapter we have defined a programming language containing annota-
tions in the form of logic formulas. Up to now we have not done anything with these
annotations, other than verifying that they are well-typed. It is now time to put these
annotations to use, and to ultimately prove that a given program is correct with respect
to its annotations.

In this chapter, we define a function wp, similar to the function f of Section 1.3.1,
which takes a program and a postcondition to prove and returns a valid precondition.
What distinguishes a pre- and a postcondition? The state they refer to. The precon-
dition refers to the initial state, at the beginning of the execution of the program; the
postcondition refers to the state after the execution of the program. In addition, the
postcondition may refer to the return value of the program. Therefore let us be more
precise: we want to define a function wp which takes a program e of effect ¢ and type
T as input, and a postcondition of type (¢) — [7] — prop, and returns a precondition,
a formula of type (p) — prop.

Having defined this function, we will prove its correctness with respect to the seman-
tics of W programs that we have defined in Chapter 2. In the community of program
verification, correctness usually means the combination of

e soundness: if the wp calculus computes a valid formula, the program is indeed
partially correct with respect to its specification, i.e., the program either does not
terminate or computes a value that indeed verifies the intended postcondition;

e completeness: every program can be proved correct if it is correct, or said other-
wise, if there is a precondition p that, if it is true, guarantees that a program e
computes values that verify a postcondition ¢, then one can annotate e such that
the wp calculus computes a formula that is implied by p (weaker than p).

3.1. The wp Predicate Transformer

Before delving into the details of the definition of wp, let us first make clear that we
only consider well-typed expressions and values from now on, i.e., expressions e with
a derivation I'; X F e : 7,¢. Therefore, it makes sense now to speak of “the type” 7
and “the effect” ¢ of e. We rarely need to refer to the typing environment I' or the
store typing X, so we write e, to refer to an expression e with type 7 and effect .
Finally, we also use the subscript notation for formulas, e.g., p(,)—sprop means that p is
a predicate on objects of type (¢). Usually, programs and formulas that appear in the
same context (a theorem or a proof case) are typed in the same typing environment I'
(or lifted environment [I'| for formulas) and store typing . If we also mention a store
s, we assume X - s.
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We also introduce special syntax for the function symbols concerning state:
S|p = restrict, s
51D sy = combine 51 s

We have seen that wp should return a function of type () — prop, taking the initial
state as an argument. In practice, this would require the definition of wp to start with
an abstraction over the state:

Ast (@)

and this for all cases of its definition. To avoid this, and to allow a simpler presentation
of the wp-calculus, we consider a predicate transformer wp,(e, ¢) where s is of type (),
e is of type 7 and effect , and ¢ is of the expected type for postconditions. The state s
plays the role of the initial state, before executing e and replaces the initial abstraction
over s. Using this modification, wp,(e, ¢) returns a simple formula of type prop, with
free occurrences of the state s. To obtain a closed formula of type (¢) — prop, we can
of course simply abstract over s:

wp(e, q) = As : (p).wp,(e, q)

If an expression’s evaluation has terminated, it is a value. For values, the wp-calculus
has nothing to do: the postcondition becomes the precondition. We simply have to
apply the current state and the returned value to the postcondition. The value has to
be lifted to the logic first.

wps(v,q) = ¢ s [v]
For a function application (application of a functional value to a value), we have to

prove that we have the right to do so (the precondition of the function is true) and that
the postcondition of the function implies the postcondition to be established.

Wps(vT’—WT Ulv Q) =

pre [v] [v'] s A Vs : (p). Vo :[7]. post [v] [v']ss 2 =qs =

Let us explain. In the case where v is a function variable, say f, to establish the
condition ¢ of a function call f v’ (for example), we first have to prove the precondition of
f on its argument and the current state, pre f [v'] s and then prove that for any possible
final state s’, and any return value x, which both have to satisfy the postcondition of f,
we also have the condition ¢, applied to s’ and x. Recall that in the logic, an effectful
function is represented by the pair of its pre- and postcondition; to emphasize that
these components are predicates, we use the names pre and post instead of fst and snd
to access the components of the pair.

We have used the word “postcondition” with two slightly different meanings. The
postcondition of an anonymous function

rec f (x).{p}e{q}

is the formula ¢; it is a predicate over two states, because it abstracts over the initial
state and the final state of the function call. The postcondition of an application of the
wp calculus

wp,(e,p)
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is the formula p; it is a predicate over a single state, the state after executing p.

Let us continue to define the wp calculus. Branching expressions are rather simple
to deal with: we simply have to express that, depending on the truth value of the test,
only one branch is relevant.

wp,(if v then e; else ez, q) = ([v] = true = wp,(e1,q)) A (Jv] = false = wp,(ez2, q))

We have assumed that e; and es have the same effect, which is true when the branching
expression is well-typed.

A let-expression which introduces a value does not pose any problems; we simply lift
the value and compute the wp predicate inside the scope of a new let-binding.

wp,(let z [X] = v in e,q) = let 2 [x] = [v] in wp,(t,q)

When the let-binding does not bind a value, but the result of an expression with side
effects, it becomes slightly more complicated. We now also have to deal with the state
modifications introduced by both expressions:

wp,(let z = €rp in 6,7Q) = wp,(e, A (p)Ax [T‘I'Wps’(e/a q))

Here we assume that both e and ¢’ have the same effect ¢, which can of course always
be achieved using the SUB typing rule. We first compute the weakest precondition for
€/, given an intermediate state s’ and the return value of e called x. Using this predicate
as postcondition, we compute the wp of e in the current state s.

Let us turn to the letregion construct. The difficulty here is to deal with the local
region o hidden by the construct. Let’s say that the expression letregion g in e is of type
©, then e may have an effect on the local region p, so its effect can be ¢ U p.

wp,(letregion g in e,q) = Vo.0 ¢ s = Vs’ : (0).Wpgy (e, At : (U 0).q t,)

The trick is to quantify over any region ¢ and any state s’ that only contains region p.
We then enrich the current state s as well as the expected state in the postcondition
using s’, because e may contain effects on ¢. In addition, we can assume that o is
different from all regions in s.

The rule for the region construct is the following:

wpg(region 7 in e, q) = Wpygy, (€, A\t : (pU 7).q t),)

It corresponds to an instantiation of the formula for the letregion case, where the region
variable ¢ has been replaced by a concrete region r. Also, the quantification over the
state containing g is replaced with the state ¥,.

In the case of if-expressions and let expressions, we have argued that applications of
the SUB typing rule can render the effects of the two subexpressions equal. However,
if we want our wp-calculus to be precise, applications of this rule require a special
treatment. We must not lose the information that an expression whose effect has been
artificially increased using SUB does in fact modify a smaller part of the state. We write
(e : ¢ <:¢') to express an application of the SUB rule where ¢ has been augmented to
@'

wp,(e: ¢ <:¢'.q) = wpy (e, As": (p).q (s ® &)
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correct(z [R]
correct(c [R]

)
)
correct(l)
correct(rec f (x : 7).{p}er ,{q})

wp, (v, q)

WD, (UT’—WT Ula Q)

wp,(let 2 [x] = v in e,q)
wp,(let z = e, in €, q)

wp,(if v then e; else ez, q)

wp, (letregion ¢ in e, q)

wp,(region r in e, q)

True
True
True

Vo : [T]Vf: [t =¢7].f=
= Vs: (p).p s = wps(e,q s)

[rec f (x:7) -]

correct(v) A q s [v]

e [v] [v] s A

correct(v) A correct(v') A
1 ssdrx=qsx

Vs i {p). Vo : [T]. post [v] [v]
Vx.correct(v) A let z [x] = [v] in wp,(e, q)

pre
[v
[v
(¢, 9))

wp, (€, As' 1 () Az : [T].wpy

([v] = true = wp,(e1,q)) A

([v] = false = wp,(e2, q))

Vo.0 & s =Vs": (o) Wpsgy (e, At : (90U 0).q t,)
WP, (67 At <90 U ’I“>.q t|g0)

wps(e:p <:¢',q) = wpy (e,As": (p).q (s® )
Figure 3.1: The weakest precondition calculus.

We restrict the current state s to the actual effect of e when calling wp recursively; also,
we build a new postcondition by abstracting over a state s’ with domain ¢, and pass
the combined state s @ s’ to ¢; we therefore guarantee that the part of the store that is
not modified by e, basically ¢’ \ ¢, is the same in s and s @ s'.

Correctness obligations. There is something missing in our wp-calculus. Let us look
at a simple example to see the problem. Let us call id the following anonymous function:

id = rec f (z :int).{\s.True}z{\s.\s". \r.False}

It is essentially the identity function, but the specification is rather strange. Let us not
worry about it; instead, let us apply this function to the integer 0; the result should of
course be 0 again. However, we are able to prove that the result is 1
wp,(id 0, \s'A\r.r =1) = preid 0s A Vs'Vr.postid 0 s s r= (As'Arr=1)s"r
< (Ax.As.True) 0 s A
Vs Vr.(Az.As.\s’ Ar.False) 0 s s r = r =1
& True A Vs'.Vr.False =r =1
The last line can be easily proved because of the False premise. This means that in its
current form, the wp calculus is not sound.
The problem is of course the specification of id itself, which is already wrong. We

need a way to ensure that only correct values appear in the program. We therefore
define a formula correct(v), which, for any value v, expresses its correctness.
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For variables, constants and memory locations, there is nothing to do; all these
values are trivially correct and correct(v) is True in this case. In the remaining case for
anonymous recursive functions, there is some work to do. We have to guarantee that
the specification of the function is coherent with its body. More precisely, when the
precondition is true for some initial state, we want the postcondition to be true for any
final state and result. This sounds familiar, and indeed, the most natural formulation
of the correctness of values involves the wp-calculus itself. If we set

v=rec f (.T : T)'{p}eT’,cp{Q}a
then
correct(v) =Va : [T|Vf: [Tt =¥ 7'].f =[v] = Vs: {(p).p s = wp,(e,q s)

This requires a bit of explanation. On the right hand side, at the right of the first
implication, we have the expected formula: for any state s, the precondition on s
implies the weakest precondition of the body of the function and the postcondition,
evaluated at s. Note that the postcondition ¢ is applied to s before being passed to
the wp function; this allows it to refer to the initial state of the function call. The part
which precedes this formula may be surprising: we quantify not only over the argument
x, but also over the recursive name f of the function. Additionally, we assume that f
is equal to [v]|. What does this mean?

First of all, as the function is potentially recursive, we need to quantify over f, as the
formula obtained by wp may refer to f. What can we say about these recursive calls
to f?7 We claim (and will later prove) that it is sound to assume the correctness of the
specifications of f for recursive calls to establish the adequacy of the body of f with
respect to its specification — and ultimately the correctness of f itself. We assert that
the specification of f is correct by stating the equality f = [v]|. By unfolding [v], we
see that this corresponds to

f=(Az.p,A\z.q),

so we actually equate f with its specification.

This seems to be a circular argument, but it really is not. We only assume the
correctness of f for recursive calls, not for the body itself. In the context of partial
correctness, this is enough. The reader does not need to believe us; we will set out to
prove this soon.

Now, to connect the generation of correctness formulas with the generation of weakest
preconditions, we simply require that each value in a program needs to be correct; we
enrich the wp-calculus with the corresponding conjunctions. Fig. 3.1 summarizes the
definitions of correct and wp.

The fact that we add correctness formulas for all functions in the program text poses
a problem for the completeness proof. In the extreme case, this means that, if an
unused function is incorrectly annotated, then the correctness of the program cannot
be proved. Here is an example:

let f 2 = { True } z { False } in
1

We cannot prove that this program always returns 1, even if this property is trivial,
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3. A Weakest Precondition Calculus

simply because we also have to prove the correctness of the annotations of f, which
are trivially wrong. We see in Section 3.3 how the completeness proof deals with this
problem.

Well-definedness of wp. There is an ambiguity in our definition of wp. If our program
contains a monomorphic let-binding of a value, say let x = v in e, which of the two rules
concerning let applies? We briefly show that it does not matter which rule is applied,
as in this case they collapse to equivalent formulas. In the case of the rule concerning
the polymorphic let, we derive:

wp,(let x = v in e,q) = correct(v) A let x = [v] in wp,(e, q)
and in the monomorphic case:

wps(let z =vine,q) = wpg(v,\s' (@) \x: [T].wpy(e,q))

= correct(v) A (As'(p). x[T].wpy (e, q)) s [v]

& correct(v) A wpg(e, q)lz — [v]]

& correct(v) A let x = [v] in wp,(e, q)
References. The wp calculus does not mention regions or references explicitly. How
can we deal with operations on references? In Chapter 2, we have seen that the oper-
ations concerning creation, assignment and reading of references are not built into the
language; instead, they are modeled using the function constants ref, !, := and :=, ;.
And just as we had to give additional information concerning the semantics and the
types of these constants, we now have to explain the meaning of these functions in the
logic. 'We do so by defining the pre- and postconditions for each of these functions.
Actually, all four preconditions are equal to True, so let us just fix the postconditions.
For the four functions, we use state names s and s’ to refer to the current (final) state
and the initial state, and r to refer to the result.

postrefvs s & rés AN s=setrvs

post !z s’ sr & r=llzs A s=+

The postcondition of ref states that the new state is equivalent to the old state, except
that the location denoted by r is fresh, and is set to the value v. The postcondition of
| states that the initial and the final state are equal' and that the result of the memory
access is precisely the content of the memory at the position described by the argument
x.

For the assignment functions, the case of :=,;  is similar to the one of ref:

post :=.;, v sssr os=setlvs

For the assignment function :=, things are a bit more complicated, because the return
value is a function.

post:=x s s g & g=(True, \w.As' A\s.\r.s = set z v &)

We show in section Section 3.4.2 that a simple extension of our system, that distinguishes between
read and write effects, does not need equality between states.
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Here we state that the return value of := applied to a reference z is a function with
precondition True and a postcondition that is identical to the one of :=,; ..
Examples. Having given the specifications for the functions manipulating references,
we can show some examples of a computation of a wp formula. We first consider the
trivial example of an access to a reference. We read the reference x and we want to
guarantee that the result of this access is the integer 1. Of course, we would like to
obtain a precondition stating that z must contain 1 as well. We assume that x is an
integer reference in region g; stated otherwise, x has type ref, int. Here is the derivation,
that combines pure unfolding of the definition of wp with simplifications of the obtained
formula:

wp,(lz, As" : (o). Ar.r = 1) = correct(!) A correct(xz) A pre!sx A
Vs' i (o).Vrpost ! x s s’ r=r=1
sV (gpVrr=llz s N s=5=r=1
SVrr=llrs=r=1
Sllrs=1

From the first line to the second line, we remove the parts of the formula that evaluate to
True and unfold the formula post ! z s s’ 7. In the second step, we simplify the formula by
removing the useless quantification over s’. Finally, we remove the quantification over
r that is immediately followed by an equation defining . The obtained precondition
clearly states that in s, the state before executing the read, the reference x must contain
1 for the expected postcondition to be true.

Let us turn to a slightly more complicated case: assignment. We assign 1 to the
reference x and state that z now contains 1. Of course, we want to obtain a precondition
that is trivially true. Again, we combine unfolding of wp with logical simplifications.
Remember that programs in W are in A-normal form, so that z := 1 is actually a
short-cut for let f = (:=z) in f 1. We set ¢ to be the desired postcondition:

qg=Xs": (o). \r:unit!lz s’ =1
We start with the unfolding of the definition of wp for let bindings:
wpy(let f = (:=z)in f 1,q) = wp,(:= z,As": (o). Af.wpy(f 1,9))

We now set
D= )‘Sl : <Q>)‘prs’(f 17q)

and observe that := x actually has empty effect. Therefore, we have to use the
subeffecting rule, and we obtain

wpg(:=z,As" : ().p (s ® &)

As s’ is the empty state, we can simplify s @ s’ to s and we obtain, unfolding the
application case for wp and omitting trivial parts,

Vs': ().Vfpost:=x 0 s r=pfs
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Unfolding p again and applying the rule for application, we obtain
Vs ().Vfpost:i=a (s f=Vs":(g)Vrpost flass"r=rs" =1
Replacing post := by its definition, we obtain that
f = (True, \v.As' As.A\r.s = set x v §)
Rewriting this equation and dropping the useless quantification over s’, we obtain
Vs" (o) Vrs" =set x 1 s=lz s =1

and this formula is valid.

This second example also shows that our wp calculus is similar to Dijkstra’s (Dijkstra,
1975), even though it is not exactly the same rule, due to the indirection of the treatment
of assignment, passing through state objects. In the same manner, our wp calculus has
a similar form concerning other language constructs, such as the sequence and function
application.

3.2. Soundness of the wp Calculus

We now want to prove several properties of our calculus, most importantly soundness.
As stated in the introduction of this chapter, soundness states that if one establishes
the wp of a program e and a postcondition ¢, then ¢ is indeed true after executing e.
The proof is very similar to the subject reduction proof in Chapter 2; we prove that
each reduction step preserves the validity of the weakest precondition.

We recall that the letter ¥ stands for “the current state” and its domain depends on
the store typing . We also recall the notation 1), which stands for the restriction of ¥
to the domain ¢. However, we will often omit this restriction when it is obvious from
the context. At a few points in the proof, we annotate ¥} correctly to emphasize that
the effect restriction changes.

We start by stating the obvious, namely that the wp calculus is stable with respect
to type, effect and region substitutions.

Lemma 3.1 (Type Substitution Lemma). The weakest precondition calculus and type,
effect and region substitutions commute. Stated more formally, for any substitution ¢,

wp,(e, q)¢ < wpy(ed, qo).

Proof. We omit this very simple and mechanical proof. O

The next step basically corresponds to the Substitution Lemma for type soundness
(Lemma 2.19). We prove that if a value v is correct, then one can either compute the
wp on e, and substitute [v] for  in the result, or substitute v for x in e, and compute
the wp.
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3.2. Soundness of the wp Calculus

Lemma 3.2 (Substitution Lemma for the wp calculus). The weakest precondition calcu-
lus and value substitutions commute for correct values. The same is true for correctness
assertions for values. Stated more formally, if Vx.correct(v) is true, then

wpg(e, q)[z = Ax.[v]] < wpg(e[z = Ax.v], gz — AX.[v]]).

and
correct(v')[z — AX.[v]] &  correct(v'[z — Ax.v])

Note how the substitution of [v]| becomes a substitution of v in program expressions.

Proof. We first prove the claim about expressions, assuming the one about values. We
proceed by induction over the structure of e. We set ¢ = [x — Ax.[v]], but we will use
it for substitution in logic terms and program expressions, where it actually substitutes
Ax.v. It should always be clear which type of substitution is intended.

Case v Let e = v'. We derive

wp,(v',q)¢ = (correct(v') A q s [v'])é
= correct(v')p A q¢ s [v']¢
= correct(v'¢) A q¢ s [V'¢]
- ng(v/¢7 Q¢)

We have used the claim about correctness and Proposition 2.32 to obtain the
third line from the second.

Case v v Similarly, we have to unfold the definition of wp, push the substitution down,
apply the claim about correctness and Proposition 2.32 and fold the definition of
wp again.

Case polymorphic let, letregion, region, if, subeffecting Again, unfold the definition of wp,
push the substitution down, and apply, as necessary, the claim about correctness,
Proposition 2.32 and the induction hypothesis on subexpressions.

Case monomorphic let Let e = let y = e1 in ea. We derive

wp,(e,q)¢ = wpgler, As: (p). Ay : [T].wp,(e2,q))¢
= wp,(e19,As : (p). Ay : [T].wp,(e2, q)9)
= wp,(e19,As : (p). Ay : [T].wp,(e20,q9))
= wpy(ep, qo)

We have used the induction hypotheses for e; (second line) and ey (third line).

Now let us turn to the claim concerning correctness formulas for values. The claim is
trivial for variables different from x, constants and memory locations, because they are
not subject to the substitution, and they are trivially correct. Two cases remain.
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3. A Weakest Precondition Calculus

Case v/ = z [F] We have

correct(v'¢) = correct(v[x — &|)
& correct(v)[x — 7]
< True
& correct(v)¢p

We have used Lemma 3.1 to obtain the second line. We can state that the sec-
ond line is equivalent to True because we additionally have the hypothesis that
Vx.correct(v) holds.

Case of anonymous functions For recursive functions, the proof is similar to the cases
showed above: unfold the definition of correct, push the substitution down, apply
the claim for wp and finally fold back the definition of correct.

O]

The next lemma states the quite intuitive fact that if we want to prove a stronger
postcondition of our program, we need to prove a stronger precondition.

Lemma 3.3 (Weakening Lemma, for the wp calculus). For any expression e, ,, and for
any q1 and q2 of type {(p) — [T| — prop, if q1 is stronger than qa:

Vs:{(p)Vr:[r]l.qt sr=qa s

then the weakest precondition of e and q1 is stronger than the weakest precondition of e
and qy:

Vs : (p).wpy(e,q1) = wpg(e, q2)

Proof. We proceed by induction over the structure of e. This lemma is simple to prove
in most cases.

Cases v and v v In this case, no recursive call takes place; the claim stems from the fact
that the postcondition ¢ is only used in positive position.

Cases letregion, region, polymorphic let, if and subeffecting In these cases, the claim can
be established using the induction hypothesis for the recursive call, which appears
in positive position.

Case monomorphic let This case is not more difficult, but more interesting than the
others. We conduct the proof in more detail. We set e = let z = €7 in eo and we
have

wp, (€, q1) = wpy(e1, As” : (0). Az : [T].wpgy (€2, q1)).

Using the induction hypothesis for e9, and setting f(q) = wpy (€2, q), we can prove
that

fla) = flq2)
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3.2. Soundness of the wp Calculus

and also, setting g(q) = s’ : (¢).\x : [7].f(q), that

Vs:(p)Vr:[r].9(q1) sT=9g(q) s

This is the required condition to apply the induction hypothesis for e;, which
gives us the required result.

O]

Remark. Using Lemma 3.3, we can also prove that equivalent postconditions ¢; and
q2 lead to equivalent formulas wp, (e, ¢1) and wp,(e, g2). We simply split the equivalence
between ¢; and ¢o into two implications, use the lemma on each implication, and obtain
two implications in opposite directions between the wp formulas.

After these preliminary lemmas, we now proceed to the actual soundness proof. We
want to show that if the weakest precondition of s,e and g is true, then the weakest
precondition is true for any s’,¢’ that can be attained from the configuration s,e. As
we did already in Chapter 2, the first lemma deals with the (§) rule. An additional
hypothesis states that every value in the store s is correct. This requirement is obviously
needed when proving the soundness of the specification of the dereferencing operator.

Definition 3.4. A store s is correct, noted correct(s), if all values in the store are
correct. More formally, for all regions r and locations [, we can prove correct(s(r)(1)) if
s(r)(1) is defined.

Lemma 3.5. All three reduction relations —, — and — preserve the correctness of
the store, if for the initial expression e, the formula wpy(e, True) holds.

Proof. We simply observe that in the only two kinds of expressions that alter the store,
namely ref v and :=; v, the correctness of v is implied by wp, (¥, €) True. Of course, we
must again assume that § does also have this property. O

We now proceed to prove the correctness property for each of the reduction relations.
As in Section 2.1.4, we start by an assumption on the function §.

Hypothesis 3.6. Let e = c[g] v be a well-typed expression and s a correct state such
that 0(s, c[R],v) = s',v" is defined. Then if s = wpy(e,q), we also have s’ = wpy(v', q).

Proof for the constants of Definition 2.5. We proceed by case analysis on the form of
the constant c.

Case | Let e =![rr] . We have s = s’ and v" = s(r)(I). The hypothesis can be unfolded:
sEwpyle,q) & sEYrr=ll1Y=q0r.
Thanks to Definition 2.33 and Definition 2.34, we can simplify this to
s = q 9 [s(r)(D].

This corresponds to half of the claim, because we also need to prove correct(v’).
The assumption about the correctness of the store s guarantees this.
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Case

Case

Case

ref Let e = ref[rr] v. We have s’ = s[r — s(r)[l — v]] for some fresh [. We also
have v/ = [. Our hypothesis becomes

sEwpyle,q) & sEVsrrds N s =setr [v]|d=qsr
SskEVrréd s=q(setr [v]9)r
=skEq(setl[v] 9)1

and we have to prove:
s'Ewpy(l,g) & s Fqil

Making the shift from s to s’, we see that the hypothesis implies the claim.
:= This case is trivial.

:=p1,+ This case is very similar to the one of ref.

We now prove the same claim for the reduction relation —.

Lemma 3.7 (Soundness of Top Step). Let e, be a well-typed expression and s be a
correct store such that s,e — s’ e'. Then if s = wpy(e, q), we also have s’ = wpy(€', q).

Proof. By case analysis over the last rule of the typing derivation of e. We do not need
to consider the VALUE rule, because e is not a value.

Case App We know that e = vy v5. The value vy is either a constant ¢, or an anonymous
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function. In the first case, we can apply Hypothesis 3.6 and we are done. In the
other case, we have vy =rec f (x:7').{psles{qs}.

Let us unfold the definition for wp on e:
s Ewpyle,q) & s Eprefvr| [ve] 9 AVr: [7].Vt: (p).post [vi] [ve] Pt r=qtr
which is equivalent to

sEprlr =[]l 9 A Ve [TV (@)qflz = [ua]] 9t r=qtr (3.1)

We have omitted the properties of correctness for v; and ve. We have to show
that

s = wpy(eflr — vo, f — v1],q)

Now let us look more closely at the correctness statement for vy:
correct(vy) =V : [T|Vf: [T/ =P 7). f=[v1] = Vs : (¢).pf s = wp,(ef,qr $)

Let us instantiate this formula with = [ve| and f = [v1]. The first part f = [v; |
is trivially true and we have established

Vs i (p)prle = [2l] s = wpy(eg, qp s)[z = ool [ [oi]]
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If we again instantiate this formula with s = 1, we see that the premise of the
implication is true by (3.1), so we have

s Fwpy(ef, qp O)|z = [va], [ = [ur]].

Let us push the substitution inside the wp using Lemma 3.2 and the correctness
of both values:

s = wpy(eflx = vo, f = v1], qf[z — [v2]] ¥).

We have used the fact that the variable f cannot appear in g¢. This last formula
looks almost the same as our goal, except the appearance of ¢y instead of q.
Fortunately, we know that gz + [v2]] ¥ is stronger than ¢ because of (3.1), so
we can conclude by Lemma 3.3.

Case LETPOLY We know that e is of the form let = [x] = v in e;. We also know that
¢/ = e1[x — Ax.v]. Let us unfold the hypothesis:

s Ewpyle,q) < sk Vx.correct(v) A let xz [x] = [v] in wpy(er,q)

In this case, the soundness result is trivial: we simply remark that in L, a let
statement is equivalent to the polymorphic substitution:

s = wpy(er, q)[z — Ax.v]

Using the correctness of v and Lemma 3.2, we can easily prove the goal:
s = wpy(ei[x — Ax.v],q).

In particular, we have used the fact that ¢ cannot contain x.

Case LET Our remark on the well-definedness of the wp calculus shows that this case
is identical to the previous one.

Case IF We know that e = if v then e else es. We also know that v = true or v = false,
depending on which reduction rule applies. Finally, we have s = s’. Let us only
consider the case where v = true, the other one is symmetric. We have

sEwpyle,q) = s = [v] =true = wpy(er, q).

As we have assumed that v = true, we can conclude.

In the following two cases we must be more careful about the domain of ¥.

Case LETREG We know that e = letregion ¢ in e;. Assume the effect of e; to be ¢/,
with o = ¢’ \ p. We unfold the hypothesis:

= WPy, (e,9) & sEYoo¢v,=Vs: <g).wp§w@s(el, At {o).q tho) (3.2)

We also know that €’ = region 7 in e1[o + 7|, where r is the fresh region created
by the reduction. Our goal is to prove

S/ ): Wpﬂ¢ (6/7 Q)a
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which is equivalent to

s |= wpy_av, (e1[lo = 7], At (@'[o > 1]).q 1))

This can be rewritten to

s = wpy_ag, (€1, At (¢).q t),) [0 — 7]

using Lemma 3.1 and the fact that ¢ does not contain ¢ (it is out of the scope
of the letregion binder). Finally, we argue that because r is fresh with respect to
s, the hypothesis cannot mention 7.2 As s and s’ only differ by a new region in
r, we can carry over the hypothesis (3.2) from s to s’. The reformulated goal is
now only an instantiation of (3.2), substituting r for p and ¥, for s. The premise
r & VY, of (3.2) is of course true, because r is fresh.

Case REGION We know that e = region r in v. Although we know that v can be typed
without any effect, it would be incorrect to assume that the effect of v is empty.
In particular, this would assume that no SUB rule has been applied before. We
therefore assume the effect of v to be ¢/, with ¢ = ¢’ \ r. Now let us unfold the
hypothesis:

skEwpg,(e,q) & WPy e (VX (D).atyy) & gy V] A c(v)
We can conclude:
s Ewpy,(¢ha) & qdy [v] A c(v)
because ¢’ = v.

Case SUB We know that e = (e; : ¢/ <: ¢) with s,e; — §',¢|. Let us unfold the
hypothesis:

sEwpy,(e,q) & sEwpy (€1, As: (¢').q (W ®s))
and the goal:
s Ewpy,(ehq) & s Ewpy (e, As: (¢).q (9 D 5))
The induction hypothesis is:
ViskEwpy (e1.f) = s Ewpy (e, f)

and it allows us to conclude.

We now proceed to prove the same property for the reduction relation —.

2Remember that we assume e and g to be well-typed in the same environment I' and store typing X.
As we also have ¥ F s, and r is fresh with respect to s, r must also be fresh with respect to q.
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Lemma 3.8 (Soundness of One Step). Let er, be a well-typed expression and s a correct
store such that s,e — s',¢’. Then if s |= wpy_(e, q), we also have s' = wpy_(€', q).

Proof. We prove this lemma by induction over the form of reduction contexts. If the
context is empty, i.e., of the form [0, then the claim is already covered by Lemma 3.7.
There are two cases remaining.

Case region We have
s, region 7 in Ele] — &', region r in E[e/],
and because of s,e — s', ¢/, and because of the CONTEXT rule, we also have
s, Ele] — s, E[€/].
We also denote by ¢’ = ¢ Ur the effect of E[e]. The induction hypothesis is
Vf.s Ewpy (Bl f) = ' Ewpy (B, f) (3.3)
Let us first unfold the hypothesis:
s = wpy, (region 1 in Elcl,q) & s = wpy_e g (Ele], A : (). 1))

and the claim:

s = wpy,, (region 7 in Ele],q) & §F WPy, q o (B[], At 2 (¢).q t),)

We use the fact that 9, = ¥, @ ¥, which follows from property (A7) of Section
2.2.3 and can conclude using (3.3).

Case let The term we are considering is of the form e = let x [x] = Ele1] in e2 and we
have s,e; — &, ¢|. Therefore we also have s, E[e;] — ', E[e}], Ee1] cannot be
a value and we know that the list ¥ is empty. Our induction hypothesis is

VisEwpy(Elel, f) = "= wpy(Elel], f).
Now let us unfold the hypothesis
s Ewpy(let x = Elet] inea,q) < sEwpyg(Elei], At : (). x: [7].wp.(e2,q))
and the claim
s' | wpy(letz = Elel]ines,q) < " wpy(Elel], At : (). Az : [T].wpy(e2, q))
Then we can conclude by induction hypothesis.
O]

Finally, we can state the theorem about —», the reflexive and transitive closure of
—.
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Theorem 3.9 (Soundness of wp). Let e, be an expression and s a correct store such
that s,e — s’ e’. Then if s = wpy(e,q), we also have s’ = wpy(€, q).

Proof. We can now proceed by induction on the length n of the reduction sequence
of s,e - s',¢/. If n = 0, the claim is trivial because s = s’ and ¢ = €. In the
induction step, we have s,e — s',¢’ and §',¢/ — s ¢” and we have s = wpy(e, q).
We obtain, by the induction hypothesis, that s = wpy(e’,q). We can conclude by
Lemma 3.8. Theorem 2.23 and the accompanying lemmas help to establish the necessary

well-typedness conditions and Lemma 3.5 guarantees the correctness of the store. [

Corollary. For any well-typed expression such that 0,e — s',;v and s | wpy(e, q), we
also have s' = q 9 [v] A correct(v).

Proof. This is a direct consequence of Theorem 3.9, the definition of wp and the fact
that the empty store is correct. O

3.3. Completeness

In this section, we prove the completeness result of our wp calculus. Completeness states
a program e that is correct, i.e., that is capable of guaranteeing a certain postcondition
q under initial conditions described by p, can be annotated such that the wp of e and ¢
is implied by p. While soundness is clearly the most important result, completeness is
a close second. First, it guarantees to the user that he can prove his (correct) program
using the wp calculus. Second, during a proof development, when a user does not
manage to prove a program to be correct, then in principle four possibilities should be
considered:

e The program is incorrect;

« the specification is incorrect;

e the proof attempts to prove the formula obtained by wp have not been sufficient;
e the program is out of scope for the wp calculus.

The completeness result eliminates the last point and the user can concentrate on the
three other points.

A first particularity in this section is that we assume names of recursive functions
not to appear in any annotations. It is already guaranteed by the typing relation that
in a value v of the form rec f (z).{p}e{q}, the formulas p and ¢ do not contain the
variable name f. Up to now, nothing did forbid annotations of local functions in e to
refer to f. We now specifically disallow this. However, this restriction does not reduce
the expressive power: if some formula ¢ in e refers to f, we can simply replace f by
[v], namely by the pair (p,q). The wp calculus does something similar anyway, by
introducing the equation f = [v] in the correctness formula, so this does not change
much. As another remark, we also assume all stores s to be correct.

The first lemma we want to prove is somewhat technical and deals with recursive
functions. Let us first give the intuition behind it. Say we have a recursive function f
defined as follows:
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let rec fz =
{z=0}
if =0 then lelse f (z—1)
{r : r=1}
The specification of function f is correct; when it terminates, it always returns 1. The
specification is unnecessarily restrictive, however; the postcondition is (partially) correct
for any input, and not only for x = 0.
A mechanical way to improve the precondition of f is to use the wp calculus. Let us
execute the wp calculus once over the body of f, assuming that f has the specification
we have given to it. We obtain:

(2=0=1=1) A (2#0=>(z—1=0 A Vrr=1=r=1))

We can simplify the left hand side of the conjunction to True and the right hand side
to:
r=0V ax=1

and we have indeed improved the precondition of f; it now accepts not only 0, but also
1 as argument for x.

It is however not immediately clear that we can use the newly computed formula as
precondition of f; after all, f is recursive, so changing the specification of f changes
the wp of its body. This is the motivation for the next lemma.

Lemma 3.10 (Improving specifications of recursive functions). Let

v=rec f (x){p}e{q}

be a correct value such that the variable f does not appear in annotations in e. Then,
setting

A= As.wp,(e, q s)[f = [v]],
the value
' =rec f (z).{A}e{q}
is also correct.
Remark. Before we give the proof, let us observe that that the substitution [f — [v]]

can be either placed, in this form, outside the wp transformer, or in the form [f — v]
inside, only applied to e. Lemma 3.2 guarantees that both are equivalent.

Proof. To establish the claim, we have to prove that v’ is correct, stated otherwise, we
need to prove that
Vi.f=[v] = Vos.A s = wp,(e,q s).

Observing that A does not contain f, we unfold v" and A and substitute f to obtain:
Vas.wpg(e,q s)[f = [v]] = wpy(e, g s)[f — (4, q)].

We slightly generalize this claim by allowing different postconditions, as long as they
do not contain f and one implies the other. Our new claim is that for any pair q, ¢
that do not contain f, if

Vs,z.qrx s=¢q x s

91



3. A Weakest Precondition Calculus

then
Vas.wpg(e, q)[f = [v]] = wp,(e,d)[f = (A, q)]. (3.4)

Formula (3.4) is the claim we have to prove; we add another claim about correctness:
Vug.correct(vo)[f + [v]] = correct(vo)[f — (4, q)] (3.5)

We now proceed to prove claims (3.4) and (3.5) by mutual induction over the structure
of values and expressions. We start by (3.5).

Case of variables, constants and memory locations There is nothing to prove, correct(vg)
is always True in this case.

Case of recursive functions Set vg = rec g (y).{po}eo{qo}. We have
correct(vg) = Vg.g = [vo] = Yys.po s = wp,(eo, qo S)

As the specifications pg and gy do not contain f, the only place where the different
substitutions can change anything is the rightmost subformula. To prove that

wp,(eo, qo s)[f — [v]] = wp,(eo, g0 $)[f = (4,q)],
we simply apply the induction hypothesis on eg.
We now go on to prove claim (3.4). We show the proof only for selected cases.
Case of values Set e = vy. Then
wp,(e,q) =q s [vg] A correct(vp)

Only the second part is subject to a substitution concerning f. But here we can
use the induction hypothesis concerning correctness of values.

Case of application Let e = v1 vo. Then
wp,(e,q) = pre [v1] [v2] s A Vs'r.post [v1] [ve] s s’ r=qs'r

omitting correctness statements for vy and vy for which we can again apply the
induction hypothesis. We now remark that this formula does not contain any
occurrences of f, so the claim is trivial, using the implication between ¢ and ¢’.

Case of let expressions We focus on the case where e = let y = e1 in e5. We have
wp, (€, q) = wpj(e1, As'Ay.wp(e2, q))
We have to show that
wp(e, @)[f = [v]] = wp,(e, ) [f = (A, q)]
Let B be the formula representing the inner wp occurrence:

B = wp,(e2,q)
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We can state by the induction hypothesis that B[f — [v]] = B[f — (4,q)].
Again by the induction hypothesis, we obtain that

wp,(e1, As'Ay.B(f = [W]])[f = [v]] = wp,(e1, AsS'Ny.B[f = (A, q)])[f — (4,q)]

Let us push the substitutions inside, eliminating the double substitutions in the
postconditions:

wp,(e1[f = [v]], As'Ay.B[f = [v]]) = wp,(e1[f — (4, q)], As'\y.B[f — (4,9)])
We now can lift the substitutions back to obtain the claim:

wp,(e1, A\s'\y.B)[f = [v]] = wpy(e1, As' y.B)[f — (4, q)]
The case where e = let = [Y] = v in ey is very similar to the case of the (/3) rule.

Case of if expressions Let e = if v then e; else e5. We have

wp, (e, q) = ([v] = true = wp,(e1,q)) A ([v] = false = wp,(e2, q))

We see that the claim can be proved by applying the induction hypotheses on e;
and es.

Case of letregion expressions Let e = letregion g in e;. We have

wp,(e, q) = Vo.Vs" : (0).wpygy(e1, At : (p U 0).q tp)

As ¢ is stronger than ¢/, this is also true for the modified postconditions: set
9(q) = At : (@ U 0).q t|,, then g(q) is stronger than g(¢"). This allows us to apply
the induction hypothesis and to conclude.

Case of region expressions This case is entirely analogous to the previous one.

O

We need another, less technical, proposition to prove completeness. This time, we
state that annotating an expression or value is always possible. This proposition is
useful when we need to annotate a value or expression that is actually not needed at
all.

Proposition 3.11. An unannotated value v can always be annotated such that correct(V')
18 true.

Proof. 1t is important to remark that this proposition is only about finding an arbitrary
specification for expressions and values. This proposition does not try to find the
best or most suitable annotation. Therefore, this proposition is trivial: values other
than anonymous functions are trivially true. For anonymous functions, we can set its
precondition to False to obtain its correctness. ]
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R / /
8, €------——- *s,e
exists exists
)Y, exists
S, E S E S,E
v e
verifies verifies R

v
S Ewpy(E,q) S = wpy(E',q)
Figure 3.2: An illustration of the structure of the completeness claim.

We now can proceed to prove the completeness lemmas. Another way to express
completeness is to prove that the formula computed by wp is indeed the weakest pre-
condition. This is equivalent to saying that if a predicate p guarantees that a postcon-
dition ¢ is true after executing e, then the formula computed by wp is weaker, e.g., it
is implied by p.

The technical difficulties and the relative heaviness of the statements of the following
lemmas stems from the annotations. In presence of annotations, wp clearly does not
compute the weakest precondition. As an example, consider the following definition:

let fz =
{z>0}

{r:r=xz}

Function f is just the identity function for integers, but artificially restricted to positive
ones. Now, any precondition is sufficient to guarantee that the function call f 0 returns
0; but the wp of f 0 for the postcondition AsAr.r = 0 is equivalent to False, because of
f’s precondition. So the annotations pose a problem for the statement of the lemmas.
But we cannot drop them, because wp cannot be computed without annotations.

Before we continue, we again need to introduce additional notation. In the com-
pleteness proof, we consider modifications of values and expressions where only the
annotations change. We therefore introduce the following convention, valid for the re-
mainder of this section: starting from values, expressions and states written in lower
case, such as v, e and s, derived annotated valus and expressions are written in upper-
case, such as V', E and S. The operation of removing annotations from an expression
is written [e]. We also introduce the convention that when a letter, such as e, is used
in lower case and upper case in the same context, then we have [e] = [E], i.e., the
expressions differ only by their annotations. Finally, if several annotations of the same
term are important in a proof, we may also use a typewriter font such as V or E, with
the same convention if the same letter is used in lower case as well.

The idea of the completeness proof is to consider executions (reductions) of expres-
sions in reverse. It is illustrated in Fig. 3.2. Let us first restrict our attention to
expressions that can reduce.

Definition 3.12. An configuration s, e is subject to a reduction relation R € {§, —
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,—, —} if there is a state s’ and an expression €’ such that
(s,e)R(s',¢€).

Now let us characterize the fact that, for a given configuration (s,e), all possible
images (¢',¢’) w.r.t. the reduction relation R can be annotated to verify the weakest
precondition of ¢/ and some postcondition g.

Definition 3.13. For a relation R, an expression e, ,, a state s and a postcondition
()~ [r]—props We define the predicate P(R, s, e, q) to be equivalent to the property that
for all s’ and €/, if

(s,e)R(s',¢€)
then there exist S’ and E’ such that

S" = wpy(E',q) N correct(S’).
Additionally, S” and E’ must be coherent in the sense that there exist S and E such that

(S,E)R(S', E').

The property P is illustrated in Fig. 3.2 on the right hand side. This property is
the premise of our completeness lemmas and theorems. The claim of these lemmas and
theorems is simply the following: If P(R,s,e,q) is true, then there are annotations S
and F such that S |=wpy(FE, q). It is illustrated on the left hand side of Fig. 3.2.

Let us illustrate on several examples why such complicated machinery is necessary
to prove completeness.

o We cannot prove s = wpy(e, q) directly, because it is false in general. This claim
woul be: If (s,e) always reduces to (s,€’) such that s’ = wp.(q,), then we also
have s = wpy(e,q). This is false: consider the expression

e=(rec f (x){z=0}ax{r:r=2a})1

i.e., the identity function, requiring its argument to be zero, applied to 1. We
can easily prove that any reduction of this expression is equal to 1, but we cannot
prove it. We need to change the annotations of the anonymous function.

o We cannot require s’ = wpy(€’, ¢) directly. In the theorem concerning the reduc-
tion relation —», we have to chain reasoning steps such as the one illustrated in
Fig. 3.2. Therefore, we cannot require more in the premise than we prove. We
only prove that a reannotation E of e verifies S = wpy(F,q), so we can only
require that a reannotation E’ requires S’ = wpy(FE’, q).

o We do need to require the existence of S and E such that (S,E)R(S’, E’). This is
necessary because we only know that there exist S’ and E’. However, they should
be obtained consistently. As an example, consider the reduction relation § and
the expression

e=e=l[rr]l
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so that € is of the form s(r)(l) and s’ = s. Now S” and E’ are obtained from s’ and
¢’ by changing the annotations, but nothing guarantees that we have E' = §’(r)(l).
The requirement

6(S,E) = (9, E')

provides a solution.

e We cannot expect S and E to be equal to S and E. This also means that we

cannot expect the relation
(S, E)R(S', E')

to hold in general. A counterexample has been discussed in preparation for
Lemma 3.10: the annotation of a recursive function can be incomplete (too re-
strictive) for, say, an integer argument n+ 1, but it can be sufficient for a reduced
expression, in which only smaller calls occur, say, with integer argument n. In
many parts of the proofs, however, we can and will set S =S and £ =E.

To be more precise about the notations being used, we use typewriter font such as V
for the annotations that are given by the premise, for example in E. On the other hand,
we use italic letters such as V if we refer to annotations we have to find to establish the
claim, as in F.

As usual, we start with a hypothesis concerning 9, the function that deals with
reduction of constants.

Hypothesis 3.14. Let an expression e = c v and a correct state s form a configuration
subject to 0, and let qu)—s[+1—prop b€ @ predicate on a final state and the return value

of e. Then, the premise
P(4,s,e,q)

implies that there are annotations E of e and S of s such that

S | wpy(E, q).

Proof for the constants of Definition 2.5. As s, e is subject to d, we can exhibit appro-
priate s’ and ¢’ with which we instantiate the premise. As €’ is necessarily a value, we
introduce ¢’ = v'. We exhibit annotations V/ and S’, with the properties specified in
Definition 3.13, in particular

S"Ewpy(E' q) & S Eqd [V'] A correct(V')
In this proof, we can set S =S and F = E. Now we proceed by case analysis.
Case ! Let e =![r7r] l. In fact, e cannot contain any annotations, so we have to prove:
S Ewpy(l[rr] l,q) & SEpre! L9 A Vs'rpost! 19 s r=qsr
SSEVSrd=s ANr=Il11s=qsr
S SEqu (Y

As S = 8 and because of §(S,E) = S, E', we have S'(r)(l) = V’'. Because of
Definitions 2.33 and 2.34, the claim is equivalent to the formula guaranteed by
the premise.
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Case ref Let e = ref[rr] v, and v/ = [, for some fresh [. Also, s’ = s[r — s(r)[l — v]].
Now let us unfold the claim:

S |= wpy(ref[rr] v,q) < S = correct(V) A Vs'r.post ref [V 9 s r=qs r
< S = correct(V) A Vrar ¢ s=q (setr [V]J)r

Using our hypothesis that
S'Eqil,

we can prove the right hand side of our claim. Indeed, the quantification over r
in the claim corresponds to the fact that the hypothesis is true for any fresh [
(because of the quantification over s’). We can now the hypothesis from S’ to S,
replacing ¥ by (set r [v] ¥). The left hand side of the claim stating the correctness
of V can be obtained from the correctness of S’.

Case := This case is trivial.

Case :=;; , This case is very similar to the one of ref, but even simpler, because there
is no quantification over the memory location involved.

O]

Lemma 3.15. Let an expression e and a correct state s form a configuration subject
to —, and let q(z)—[r)1—prop b€ a predicate on a final state and the return value of e.
Then, the premise

P(_\? 5,8, Q)

implies that there are annotations E of e and S of s such that

S | wpy(E, q).

Proof. We want to show
S Ewpy(E,q)

for some annotation (S, F) of (s,e). As before, we exhibit appropriate s’ and €’ to
instantiate the premise, obtain S’ and E’ such that

S" = wpy(E',q).

In this proof, we cannot always set £ = E. We now proceed by case analysis over the
reduction using —.

Case () Then e = vy v with v = rec f (z).{ps}ex{q.}. We have to find an annotated
version of e; we already introduce names for those annotated components: set
E =V, Va, where Vi = rec [ (x){P;}E;{Q:}. The Vs, P, and @, have to be
determined. Using these names, we have to show:

s |= correct(V1) A correct(Va) A Pylz — [Val]] 9 A Vsr.Qzx — [Va]] U sr=qsr
(3.6)
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Let us set S = S’, because the () rule does not change the state. The premised
guarantees

S = wpy(E', q). (3.7)

We know that E' = Ey[f — Vi,2 — Vy], where the values and expressions in
typewriter font are the ones taken from E. Our aim is now to find V; and V5 such
that (3.6) becomes true.

Let us first set £, = E;x. Now, we can find V5 as follows. If z occurs in e, set
Vo = V. The value V4 is correct because of (3.7) and the fact that it appears in E’.
If  does not occur in e,, we can find a suitable annotation using Proposition 3.11.

For V1, we have to find pre- and postconditions P, and @, that make (3.6) true.
We simply set Q, to A__.q and P, to As.wp,(E.[f — Vi],¢. s). By construction,
Q. implies q if applied to /. For the claim concerning P,, we have:

s = wpy(E',q) < s | wpy(E[f = V1,2 = Vo], q)
& s Ewpyles, @)[f = [Vi], 2 = [Va]]

and we want to prove:

s = wpg(es, @)[f = [Vi], 2 = [V2]]

Comparing to the available hypothesis, we see the difference in the substitution
for =, once it is substituted by [Va2], and once by [V2]. This is only a problem
when z € e;, but in this case we have V5 = V, by construction.

The correctness of V; is guaranteed by Lemma 3.10.

Case (let) Now, e = let x [x] = v in e;. We set S = S’. Our hypothesis becomes

S | wpy (Ex[z — AX.V], q). (3.8)
Defining E = let x [x] =V in E,, we have to prove:
S = wpy(E, q)
which unfolds to
S = Vx.correct(V) A let z [x] = [V] in wpy(Eq, q)

The proof is now similar to the previous case of (), but much simpler. We
simply set F, = Ey and, if z € e;, we set V = V. Otherwise we simply make up
annotations for V' using Proposition 3.11. We observe that (3.8) takes care of half
the claim. The correctness of V' is guaranteed by construction.

Case (iftrue) Set e = if v then e; else e2 and S = S.. Assume that v = true, the other
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Defining E = if V then F; else E5, we need to prove:
S E ([V] =true = wpy(E1,q)) A ([V] = false = wpy(E2,q))

Fortunately, v does not need any annotations (it is a variable or a constant),
so V = wv. We can set £; = E;. For Fs, any annotation works, because the
hypothesis [V'] = false is always false, according to our initial assumption.

Case (0) This is covered by Hypothesis 3.14.

Case region We have e = region r in v. Then ¢/ = v and we set S = S’. The hypothesis
becomes
S Ewpy(V,q) < q 9 [V] A correct(V)

We set V' =V and unfold the claim:
S = wpy(region 7 in V,q) < s = Wpygy, (V, AL : (pU 1).q t),)
S SEA: (U r).qty) deur [V] A correct(V)
& SEqd, [V] A correct(V)
The last line corresponds to the hypothesis.

Case letregion Let e = letregion g in e;. We have s’ = s[r — ()] for a fresh region name
r, and € = region 7 in e1[0 — r]. Our hypothesis is

S’ = wpy(region r in ej[o — 1], q) & S’ = Wpﬂwur(el[g =], (U 1).q t|¢)
(3.9)
We have to prove that

S = wpy(letregion ¢ in e1,q),

for some S, which is equivalent to

S EVYo.0¢ s=Vs:{0).wpyay(e1, A\t : (pUo).q tip)-

Note that (3.9) is correct for any fresh r and any S’ such S’ = S[r — 0]. This
quantification and the freshness condition can be translated to quantification in
the claim.

O]

We now prove essentially the same lemma for the reduction relation —.

Lemma 3.16. Let an expression e and a correct state s form a configuration subject
to —, and let qupy—[r)1—prop b€ a predicate on a final state and the return value of e.
Then, the premise

P(—,s,¢e,q)

implies that there are annotations E of e and S of s such that

S | wpy(E, q).
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Proof. As in the preceeding proofs, we want to show

S = wpy(E, q)

for some annotation (S, E) of (s,e). As before, we exhibit appropriate s’ and €’ to
instantiate the premise, obtain S’ and E’ such that

S" = wpy(E', q).

We also obtain S and E such that S, E — S’, E’. In this proof, we cannot set F = E.
We proceed by induction over the form of the reduction context which we call F' here
in order to avoid confusion.

Case F' =[] This case is covered by Lemma 3.15.

Case let Here, e = let = F[e;] in ea. The expression €’ is of the form

¢ =let x = Fle}] in e,
where s,e; — ', ¢]. By hypothesis, we have
S" = wpy(let . = F[E] in Eg,q)
Setting Fo = E,, we have to prove
S = wpy(let x = F[E1] in Eg, q)
for suitable F;. Unfolding this, we have to prove
S | wpy(F[E1], At.Az.wp, (E2, q)) (3.10)

Applying the induction hypothesis for F'[e;], we can reduce this to proving P(—
, s, Fle1], \t.Az.wp,(E2, q)), i.e., the premise of the lemma, where e has been re-
placed by Flei] and ¢ by As’. Az.wp, (Eg, q).

Therefore assume s, s’ and €' (different from the previously introduced ones
for the sake of justifying the application of the induction hypothesis) such that
s, Fle1] — s',¢/. We immediately derive that

s,let = Fle1] ineg — &' let . = ¢ in eq,
which means that we can apply the premise on e and obtain
S" = wpy(let z = F[E{] in Ep,q) & s = wpy(F[E}], M. Az.wp,(Eg, q))

This is exactly what we need (compare with the postcondition of (3.10)).

Case region similarly, using the induction hypothesis.
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The main result is now a similar claim concerning —. However, to avoid the theorem
to become trivial, we do not use the relation — directly in connection with the predicate
P. If we did, we could simply set ¢/ = e and s’ = s to obtain the claim. Instead, we
introduce the family of relations —»,,, that describe reduction sequences using —» of
length n.

Theorem 3.17. Let e be an expression and s a correct state, and n an integer such
that (s,e) is subject to —»,, and let qi,)—[+]—prop b€ a predicate on a final state and the
return value of e. Then, the premise

P(%n? S’ e? q)
implies that there are annotations E of e and S of s such that

S | wpy(E, q).

Proof. By induction on n. As we have seen, the claim is trivial for n = 0, because then
s =5 and e = ¢/. Now let us show the claim for n + 1.
We exhibit ', ¢’ such that s,e —,11 s, €/, and we cut this reduction sequence in two
parts, as follows:
s,e — 8" " =, 8 €

We now want to apply the induction hypothesis to the right side of the reduction
sequence, the reduction of length n. To do this, we first need to prove P(—»,,s" €e", q),
but this follows from P(—+,41, s, €,q), because each sequence of length n starting from
(s”,€") is a sequence of length n + 1 starting from (s, e). We now have obtained S” and
E" such that

S" | wpy(E", q).
We just have shown that this is true for any such s” and €”. So we have shown

P(—,s,e,q), and we can use Lemma 3.16 to obtain the final claim.
O

A corollary that more closely follows the the usual completeness result is now a simple
consequence of Theorem 3.17.

Corollary. Let er, be an expression and qy—[+]—prop b€ a predicate. For all s and v,
if
0,e — s,v

and if
correct(s) A sEq 9 [v] A correct(v),

then we can find an annotation E of e such that

0 wpy(E,q).

Proof. Let n be the the length of the reduction sequence. We apply Theorem 3.17 on
—p,. We only need to prove P(—»,,0,v,q). We simply set S’ = s and V = v. We also
set E= e and S = (). Then this predicate is trivially true. O
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3.4. Extensions

We now discuss a few possible extensions to the core system of W and L that make
writing programs or reasoning about programs easier. We are less rigorous in this
section and only sketch the arguments for the soundness proof for each extension. We
do not prove completeness for the extensions, but we believe that completeness would
still hold.

3.4.1. Logical Symbols in Programs

One aspect of the original Hoare logic (see Section 1.3.1) that makes it particularly
convenient to work with is the fact that arithmetic expressions are part of the program-
ming language as well as the logic. The advantage is that if a program uses logical
functions instead of program functions, one does not need to reason about pre- and
postconditions; one can directly use the same function symbol in the logic as well.

This is not possible in W and L as presented, because of the different structure of
types in both languages. This introduces some artificial difficulties. As an example,
consider the addition function +. If we cannot use logical symbols in programs, we first
have to decide if + is a logical function or a program function. In Chapter 2 we decided
that it is a program function of type int —% int =% int. The question is now, what is
the specification of +? We first need another symbol, say -+, this time a logical symbol
representing integer addition. Now we can say that the postcondition of + states that
the result of the function call + z y is always equal to z4y.

However, there is a simple way out. The inclusion of logical terms into programs can
be easily achieved if one extends the types of programs 7 to include logical functions of
type 7 — 7. Syntactically, few things need to change: we only need to integrate pure
anonymous functions of the form

Mz :7)ow

into the syntax of values in W. Note that an effectful function with empty effect, of
type 7 —? 7/, is different from a pure, logical function of type 7 — 7/. In particular,
an effectful function may not terminate, while logical functions are assumed to always
terminate.

Following these definitions, a new notion of value emerges. Syntactic values are what
we simply called values before; they are defined syntactically and the reduction stops
when encountering such a syntactic value. To adapt the semantics, we simply need
to extend the relation — with a rule (3’) to account for the reduction of anonymous
pure functions. The new notion of logical values describes expressions that are formed
only of syntactic values or pure applications, ¢.e., applications of functions whose type
is of the form 7 — 7/. These “values” continue to reduce during the execution of the
program, but from a logical point of view we do not need to decompose these function
calls. In particular, the lifting operation [-] is defined as follows for pure applications:

[Vr o 0] = 0] [0]

We see that the application remains intact in the logic.
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As stated, from the point of view of the wp calculus, logical applications are values.
Therefore, they are subject to correctness formulas. They are computed as follows:

correct(vy vy) = correct(vy) A correct(vs)

In the definition of wp itself, these applications are treated in the case for values; they
are carried over unchanged (using [-]) to the logic side.

As a result, we now can decide that + is a logical function, but we can still use it in
programs. The reasoning about these function calls is greatly simplified.

3.4.2. Read-Write Effects

Currently, effects in W do not distinguish between read and write effects. In principle,
any function that reads some reference has to state in its postcondition that this region
remains unchanged. We have done this for example in the specification of !. In practice,
these specifications become rapidly tedious. A way to get rid of them is to distinguish
between read and write effects; any region that is mentioned in read effects and not
write effects is guaranteed to be unchanged.

More formally, we propose here to replace the effect ¢, which is a simple list of region
and effect variables (also called basic effects), by a pair (¢1, p2) of lists of basic effects.
The left component is intended to be the read effect, the right component is the write
effect. The effect operations U and \ are redefined to work pointwise:

(¢1,92) U (¢a, ob) = (91 U @a, 02 U @)
(pr,02) \ o= (p1\ 0,02\ 0)

For the weakest precondition calculus to work, it is necessary to enforce that the write
effect is always contained in the read effect. Fortunately, this property is maintained
by both the union and the region removal operation, so we only need to verify that it
is true for function constants.

To obtain type soundness of the modified system, we simply use the generalized
results of Section 2.1.5. Indeed, both operations still are stable under substitution as
required. We therefore obtain type soundness for free.

It is important to note that the definition of logical types remains the same: the
domain of state types (¢) is still a flat list of basic effects. When lifting function types
to logical types using [-], the effect that is retained for the state types is the read effect:

(71 ENCIRY 7] = ([11] = (1) = prop) x ([11] = (1) = (¢1) = [12] — prop)

To exploit the more precise effect information, we need to modify the weakest precon-
dition calculus for function applications:

WpS(”f’ﬁ(WlN’Q)T U/7 Q) =
pre [v] [v'] s A Vs : (pa). Va: [7]. post [v] [v'] s (s@s)z=q(s®s)x

The idea is that we only need to quantify over the modified part of the store. We use
the expression s @ s, the state after executing v, as the poststate. This expression uses
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the initial state s containing all read and written regions, updated using s, which only
contains the written regions.

To prove the correctness of this modification of the wp calculus, one modification
has to be applied. First, it is easy to see that Lemma 3.1 concerning type substitution
and Lemma 3.2 concerning value substitution are still correct. Lemma 3.3 has to be
modified so that the implication in the hypothesis quantifies only over written regions:

Lemma 3.18 (Weakening Lemma for the wp calculus). For any expression of type T
and read-write effect (p1,p2), for a state t of type (v1) and for any q1 and qa2 of type
(p1) = [T] = prop, if q1 is stronger than qa:

Vs :{pa)Vr:[t]l.q1 t®S)r=q2 (tDs) r

then the weakest precondition of e and q1 is stronger than the weakest precondition of e
and q:
Vs <(101>'Wps(ea ql) = Wps(ev Q2)

Proof. The proof is very similar to the one of Lemma 3.3. O

Using this lemma, we can prove Lemma 3.7 for this calculus; the only difference in
the proof is that we use Lemma 3.18 to justify soundness in the case APP.

3.4.3. Algebraic Data Types and Pattern Matching

Adding algebraic data types and pattern matching (see Section 1.3.2) to the language
W is quite simple and orthogonal to the features that are already present. First, we
need to add them to the language:

K constructor

ex= --- | match v with ¢
ci= p—e

pi= z|Kp

A pattern matching is introduced by the keyword match, followed by a value (recall
that we present W in A-normal form), the keyword with and finally a list of cases. A
case is a pattern, followed by an arrow, and the expression corresponding to the pattern.
Finally, a pattern is either a variable or a constructor applied to a list of patterns.

We do not give the semantics and typing rules here; they are standard and can be
found, for example, in the book by Pierce (2002).

Algebraic data types and pattern matching (see Section 1.3.2) are useful not only
in programming languages, but also in the logic. A few provers and interactive proof
assistants, for example Coq, propose these constructs. Thus, it is reasonable to assume
the existence of these features in the logic. Under this assumption, an integration of
these features in the weakest precondition calculus is very simple.

wp,(match v with p=¢, q) = match [v] with p — wp,(e, q)
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where the bar is used to denote lists of subexpressions, as usual.

If we assume that the semantics of the pattern matching in the programming language
and the logic are identical, then the soundness and completeness of this additional rule is
obvious. One can also see it as a generalization of the rule for the if-then-else construct.
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4. A Language without Aliasing

We have presented the programming language W with its annotation language L in
Chapter 2. We also have presented a correct wp-calculus for annotated W programs.
However, this calculus is lacking a few important properties that help reasoning about
larger programs. In particular, the functions get, set, combine and restrict are central for
the manipulation of state, but the potential simplifications suggested by the properties
(A3), (A5) and (A6) in Section 2.2.3 are protected by premises on regions and domains.
For example, property (A5) requires that a certain region p be disjoint from some
domain described by an effect ¢. But of course, if p is a region variable, or if ¢ contains
region or effect variables, we cannot know for sure, unless we have assumed them to be
disjoint.

In practice, this means that programs which manipulate many regions and effects
with effect variables need to be annotated with separation predicates about regions and
effects; this is very tedious in practice. So tedious that many mechanisms have been
developed to avoid writing these predicates, or to do so more succinctly. In Section
4.1, we present an extension to the type system of W that corresponds to the proposal
of Hubert and Marché (2007), but extended to a higher-order setting. Their idea was to
ensure that at all time, two different region variables always stand for different regions.
In our higher-order setting, we have to go one-step further and state that, additionally,
all effect variables stand for disjoint effects. We call this modified system W without
region aliasing.

In W, even without region aliasing, there is a second imprecision: a region may
contain several references. This means, from the point of view of the specification, that
when a single reference in a certain region is modified, all references in that region have
potentially been modified, and if they have not, this has to be stated explicitly. The
reason is that the precision of the type system is precisely captured by the notion of
region; statically, we do not know if two references of the same region are equal or
different, and we do not even know how many references are contained in a region.

Let us give a simple example that illustrates the difficulty. Consider the expression

if v then z else y (4.1)

where x and y are two references. In the type system of W, actually in most type
systems, both branches of an if-expression must be of the same type, and this is also
the type of the entire expression. As z and y are references, this means that the
expression is of type ref, 7 for some type 7 and some region p. Now it depends on the
boolean value of v if x or y is returned. Our type system cannot express that the exact
reference which is returned depends on v.

In a type system based on regions, there are two possible answers to the problem
posed in the previous paragraph. One solution is to accept that a region contains
several references. Then it is up to the Hoare logic specifications to deal with this fact,
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and it should be possible to deduce which reference has been returned by expression
(4.1). This is what the unrestricted system W and the system W without region aliasing
do.

The other possibility is to enforce that each region contains only a single reference.
Such a region is called a singleton region. In this case, if we give the type ref, 7 to
expression (4.1), its return value is necessarily the single reference contained in region
p, regardless of the truth value of v. This means that z and y are actually the same
reference, which can also be seen by the fact that both have the same type ref, 7. Of
course, if = and y have the same value, then the if-expression makes no sense. On
the other hand, if x and y are different references, they must have different region
annotations in their type, and expression (4.1) is ill-typed.

In Section 4.2, we present an extension of W without region aliasing that enforces
singleton regions. Again, the result is a restriction of the input language in exchange for
simpler proof obligations. It should be noted that the first restriction (W without region
aliasing) is not a very serious restriction. It often corresponds to good programming
style (avoiding aliasing of mutable objects) and can be circumvented when necessary.
W with singleton regions, however, represents a severe restriction and indeed rules
out an entire class of programs, notably those with shared mutable state. Indeed,
consider the type of lists, for example. In ML, lists are homogeneous, i.e., they contain
elements of the same type. In a system with singleton regions, this means that a list of
references can only contain a single reference, potentially several times. In this setting,
computations with shared mutable state, such as mutable lists or graph- and tree-like
mutable structures, are ill-typed.

W with singleton regions is an extension of W without region aliasing. In the presence
of region aliasing, the system of singleton regions would be unsound.

4.1. Excluding Aliasing of Regions

The problems described in the opening paragraph actually result from aliasing of re-
gions, a phenomenon similar to the aliasing of mutable variables described in Section
1.3.1. We briefly describe two solutions to this problem that are the source of inspiration
to our proposal.

In Why (Fillidtre, 2003), aliasing of mutable program variables is excluded using a
restriction of the application of functions to effectful variables. If f is a function with
latent effect ¢, then the application f x is only allowed if z is immutable or if z does
not appear in ¢ (notice that in Why, effects are composed of variable names instead of
regions). The consequence is that different program variables always refer to different
memory locations. Another necessary restriction is that references cannot be stored in
data structures. Therefore, many algorithms based on sharing cannot be implemented
directly in Why.

Hubert and Marché (2007) use the same idea, but in a setting with regions. Now the
critical point is not the application of variables, but the instantiation with regions. In
their system, a region polymorphic variable f can only be instantiated with a region
p if the type of f does not already contain p before instantiation. If a variable is
polymorphic with respect to several regions, all those regions must be instantiated with
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different region arguments. The consequence is that two different region variables always
refer to different memory locations. Two mutable variables of the same region may still
refer to the same memory location, though. Therefore, algorithms with sharing can be
implemented. This system does not contain effect variables, so generic reasoning about
higher-order functions is not possible.

We extend this basic idea (restricting the application/instantiation of effects) to pro-
grams with higher-order functions and effect polymorphism. The idea is that all effect
and region instantiations for a given variable f must be disjoint from each other and
from the effects already present in the type of f. Again, this guarantees that two dif-
ferent region variables point to different regions; in addition, it guarantees that in a
given context, a region or region variable must be disjoint from any effect variable. As
a consequence, simplifications of expressions using the functions restrict and combine
can be applied statically; they are not needed anymore in the logic.

Restriction of effect and region instantiations. By looking at properties (A5) and
(A6), the premise about the domain of sy does not allow us to simplify state combining
expressions. To illustrate this, consider a state s of type (r) and a state s’ of type
(o), where r is a concrete region, g is a region variable and € an effect variable. Now
consider the expression

get (combine s §') x

where z is a reference in region r. We cannot reduce this expression to get s x even
though it looks like we could; after all, the domain of s’ is pe and does not seem to
contain r. However, we would like properties (A5) and (A6) to be true regardless of
substitutions. But of course, there are two cases of substitutions where the simplification
breaks down: the substitution [¢ — | and any substitution [¢ — ] such that ¢ contains
r will render the assumption r ¢ pe false.

On the other hand, this kind of simplification is actually one of the reason we used
regions in the first place. If two memory cells are from different regions, it is a huge
advantage to know that they are different; also, if a function effect does not mention a
certain region, it should not modify it, even by substitution of effect variables.

The solution is an extension of the region based separation analysis of Hubert and
Marché (2007): we simply disallow certain instantiations. More precisely, we disal-
low instantiations that would introduce region or effect names into types that already
contain them.

Definition 4.1. A region substitution [p — p/] is compatible with any type that does
not contain p’. Similarly, an effect substitution [e — ¢] is compatible with any type that
does not contain any component of . A substitution [x — 7] or [ + E] is compatible
with a type 7 if all effect and region images of the substitution are disjoint of each other
and do not occur in 7. Compatibility is denoted using the ~ symbol: [x — ] ~ 7.

Now, we modify both the typing rules of W programs and L terms containing instan-
tiation to be restricted to compatible instantiations. The new rules are represented in
Fig. 4.1.

Remark. By restricting the typing relation, we have reduced the set of typable pro-
grams, but do we keep the expressive power of W? The answer is two-fold.
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[(z) =Vx.7 ¢ =[x~ F] ¢ ~T
| D I ] I )

PVar

Typeof(c) =Vx.1  ¢=[X—F ¢~7
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A(z) =Vx.0 o =[x 7 ¢ ~0
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JAND I N 7 R 20

. Logic Typeof (c) = Vx.o ¢ =[x 7 pr~o
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A;Ybpe 7 ox — 7]

Figure 4.1: The modified rules for variables and constants in W and L.

If one has the whole program at ones disposal, then the answer is yes: Every ML
program, i.e., a program that does not contain region and effect annotations, letregion
and effect and region polymorphism, that is typable in W, i.e., by adding region and
effect annotations, is typable in W without region aliasing. One simply uses a single
region for any mutable state, and does not use effect or region polymorphism. Put
otherwise, whenever the instantiation restriction poses a problem, one can solve it by
merging regions, as long as one has the entire program available. On the other hand,
when part of the program has already been typed, using effect and region polymorphism
to define functions, then the instantiation restriction disallows certain uses of these
functions. The solution proposed by Hubert and Marché (2007) has the same restriction.

Type soundness. As we have modified the typing rules, a few modifications have to
be applied to the correctness proofs. It should be noted, however, that only statements
about values are concerned. We now go through the lemmas and theorems of Chapter 2
and prove that we still have type soundness for this restricted language.

The modified rules type strictly less programs and logical terms. This automatically
guarantees that Theorem 2.15 (Progress) is still true. Proposition 2.12 concerning
canonical values is obviously still true.

In our type soundness proof, Lemma 2.18 concerning type, region and effect substi-
tution, is used at two places, once for justifying the let reduction rule, which substitutes
polymorphic values for variables, and in the case concerning the letregion rule, because
we also need to perform a region substitution there. Using our new typing rules, both
substitutions must be compatible, while there was no such restriction before. The one
in the letregion case is compatible because it is of the form [p — 7] for a fresh r that
does not occur in any expression or type. The one in the let case is compatible because
all variable instantiations now must be compatible.

We can therefore restrict the statement of Lemma 2.18 concerning value typing to
substitutions that are compatible with the type of the value. To adapt the proof of
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4.1. Excluding Aliasing of Regions

Lemma 2.18 to our new setting, it remains to prove that compatibility is “transitive”:
Proposition 4.2. if ¢ ~ 7 and ¢’ ~ 7¢, then also ¢p¢' ~ 7.

Proof. Let us first assume that ¢ = [o — 01] and ¢’ = [g2 — 03], i.e., that ¢ and ¢’ are
simple region substitutions. We know that ¢ ~ 7, which means that g; ¢ 7. We also
know that g3 ¢ 7¢. We have to prove that the image of ¢¢’, which is the set {1, 03},
is not contained in 7. As we know this already for o1, it remains to prove the claim for
03-

First we remark that substitutions in ML are always idempotent, even composed
ones. An idempotent substitution can be applied twice to a term or a type without any
further effect: 7¢¢p = 7¢. The reason is that the domain of a substitution in ML stems
from the generalization of type, effect and region variables. The names of these type
variables can be chosen freely (the Barendregt convention) and are always different from
free variables. Instantiation always happens outside the scope of this generalization.
Therefore, the image of a substitution in ML cannot contain variables from its domain.
Such substitutions are always idempotent. We can derive that g3 # 0.

To continue our proof, we know that g3 ¢ 7¢ and this implies that either g3 ¢ 7 or
03 = 0. We have seen that we can disprove the latter and conclude with the former.

The proof can be done in a similar way when ¢ or ¢’, or both, are effect substitutions
for a single effect variable.

Finally, we can generalize this argument to substitutions with a larger domain. Ac-
tually, an idempotent substitution ¢ = [x1 + K1 -+ Xn > K| can be decomposed into
n atomic substitutions ¢; of the form [x; + &;], such that ¢ = ¢; -+ ¢,. We now can
finish the proof by a straightforward induction over the length of the decomposition of
¢ O

This proposition is to be used in the case for the typing rule VAR in the modified
proof of Lemma 2.18. The proofs of the substitution lemma (Lemma 2.19) and the
subject reduction lemmas can now remain unchanged; when evoking Lemma 2.18 in
the case for values, the additional hypothesis ¢ ~ 7 has to be used.

Soundness and completeness of the wp calculus. The soundness proof for the wp
calculus given in Section 3.2 remains correct; it applies to well-typed expressions, so the
additional restriction does not change this. The completeness proof basically computes
weakest specifications using the wp calculus. To obtain its validity even in presence of
the modifications introduced in this section, we simply observe that the wp predicate
contains the same effect and region instantiations as the expression e and postcondition
q it receives as input. Therefore, the completeness proof of Section 3.3 does not depend
on features that would be removed by activating these restriction.

Exploiting the absence of aliasing. The modifications of the type system that have
been introduced in the previous section restrict the set of well-typed programs so that
fewer programs are accepted. In exchange, we obtain an advantage: we now can apply
the properties (A5) and (A6) directly, because we can decide statically if a given region
is contained in an effect. To illustrate this more clearly, let us look at an instance of
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property (A5), with full type, region and effect instantiations for some region p and
some effects @1, 2 and p3:

get [p, p1p2¢3] (combine [pp1, @2, 3] 51 52) = get[p, 1] 51 T

with the side condition that
region(x) ¢ domain(sg).
Looking at the types of z and s9, we can rewrite this side condition as

p & p203.

The point is now that simply by choosing these particular region and effect instantia-
tions when writing down this instance of the axiom, we have fixed that only the effect
represented by ppi (the first instantiation of combine) can contain p; any other instan-
tiation of combine where @2 or ¢s3 contain p would be ill-typed because the resulting
substitution would be incompatible with the type of combine. In this case, the side
condition is always true and we can statically simplify the expression to the one on the
right hand side.

A similar reasoning would have allowed us to use property (A6) to simplify the ex-
pression if we had used the instantiation [¢1, @2, pe3], for example, with the combine
function.

In practice, these results imply that we can simplify expressions of the form

get (combine s; s2) x

statically, because we know which of s; and ss are relevant. The same is true for
expressions of the form
get (set s x v) y

if x and y are in different regions. This results in many simplifications in generated
proof obligations.

The Frame Rule

We now want to show that these additional properties, that simplify formulas in prac-
tice, also have a theoretical impact on our system. In particular, the so-called frame
rule, which is central to many Hoare logic systems, now becomes admissible in our
system. It states that the parts of the store that are not modified by a given program
remain the same. This sounds like a triviality, but it is a crucial property of any system
to guarantee this in a way that is the simplest possible for the user. In the original
Hoare logic (see Section 1.3.1), this property is expressed using the conjunction rule:

{P}C{Q}
(PARYC{QAR)

CoONJ

where R is a formula that does not mention variables that are modified by C'. This
side condition is precisely the frame condition; it states that R and C live in different
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frames or regions of the store. As a consequence, the CONJ rule is able to state that
the validity of R is not modified by C.

An equivalent of the frame rule is crucial for any verification system. It guarantees
that the reasoning about any piece of code can be limited to the effects of that code,
and does not need to consider its context, as long as this context is not necessary for
correctness. Using the notation of the CONJ rule, the specification of the program C
does not need to mention the logical context R of its usage, but only the formulas P
and @) that are relevant to C.

We now show that an equivalent of the frame or conjunction rule is provable in our
wp calculus. We start by showing that the validity of formulas that do not depend on
the state or the result of the expression, is left unchanged by the wp calculus.

Proposition 4.3. For an expression er, and two formulas perop and qip)—s[+1—props the
following formula holds:

wp,(e,q) A p=wpsle,As: (p).Ar:[T].(g s A p))

Note that well-typedness conditions imply that p cannot contain occurrences of the bound
variables v and s.

Proof. The proof is somewhat similar to Lemma 3.3; we proceed by induction over the
structure of e.

Cases v and v v In this case, the claim follows from the fact that the postcondition of
wp is only used in positive position.

Cases letregion, region, polymorphic let, if and subeffecting In these cases, the claim can
be established using the induction hypothesis for the recursive call(s), which ap-
pear(s) in positive position.

Case monomorphic let Let us set f = As: (p).Ar:[7].gsr A p. We also set e =
let £ = e1 in eg and we have

wp, (e, ) = wpy(e1, As” : (). Az : [T'].wpy (e2, f)).

We know that wpgy(ea,q) A p implies wp, (e2, f) by induction hypothesis. By
Lemma 3.3, we obtain that

wp,(e1, As" 1 (p). Az : [T].wpy (e2,q) A p) (4.2)
implies
Wps(elv As' <(p>>\l’ : ’VT/—I -Wpg (627 f)) (43)
Again by the induction hypothesis, we can also state that
wp,(e1, As : (o). Az : [T ].wpy(ea,q)) A p (4.4)

implies (4.2). This closes the chain: (4.4) is equal to the left hand side of the
claim; it implies formula (4.2), which itself implies (4.3). This last term is equal
to the right hand side wpg(e, f). O
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Comparing Proposition 4.3 with the CONJ rule, we see that p in the proposition
already plays the role of R in the CONJ rule. However, the condition on p is too strong:
Proposition 4.3 basically requires p to be independent of the current state.

The following lemma leverages this restriction. It has the same form as Proposi-
tion 4.3, but introduces a predicate p that may depend on a portion of the store that
is disjoint from the effect of the program e.

Theorem 4.4 (Frame Rule). Let ¢1 and ¢ be two disjoint effects. Let er,, be an
expression and P,y —prop ANA (1) [+]—sprop b€ formulas. Then

(Wps|,, (€:4) N P slgy) = wpg(e; As : (o1 U o) Ar = [7].(q slgy 7 A 5igy))-

Proof. We simply unfold the definition of wp on the right. Setting

f=As: (@1 Upa) Ar: [T].q S|lpy T A D S|,

we derive:
wps(e, f) = wp, (e, As" : (p1).f (s D s))
= wp, (e, A" (p1) At [T].q (s @ 8)]y 7 Ap (s B 5)]g,)
= wpy),, (e, As" : {p1).Ar: [T].q 8" 7 A p s|y,)
= wp,, (e, A" o). [1].g 8" 1) A posg,

In the last line of the derivation, we can factor out the formula p s|,, using Proposi-
tion 4.3, because it does not contain s’ nor r. ]

Remark. It should be remarked that Theorem 4.4 is a theoretical result; it does not
get directly applied in a particular phase of the weakest precondition calculus. It is
simply a property that every Hoare logic system should possess.

An example. Let us study the consequences of the region aliasing restriction on an
example. Here is the code of the simple function apply reset:

let apply reset [oe] (f : unit —F unit) (z : ref, a) =

{ pre f () curlc }

0;
/0
{ post f () old|z cur|- () A llz = 0}

The function takes a function f and a reference x as arguments, sets x to 0 and calls f.
We do not want to go into details about the specification of apply reset here; we see
that the precondition states that we need to have the precondition of f on the current
state. The postcondition states that we have the postcondition of f of the initial and
the current state, and that z = 0. Is apply_ reset specified correctly?
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To answer this question, we need to compute the formula correct(apply reset) and
see if it is valid. Let e be the body of the function and ¢ its postcondition, then the
correctness of apply reset can be unfolded as follows:

correct(apply_reset) = Vs : (pe).Vx.pre f () sl = wp,(e, q s)
We continue to unfold the weakest precondition formula:

wp,(e, g s)
&Vr.wp, (e, As'.post f () sl s'|c () A get s x=0)
swp,(x = 0,As": (0e). A().pre f () '|c AVs" : (e).post f () §'|c 8" ()=q s (s" ®S))
s =setx 0s=pre f()s]c AN Vs":(e)post f()s]es" ()=qs(s"DS)

Cutting the proof obligations into pieces, we have to prove that
pre f () sle = s =setx 0s=pre f ()]

and
post f () |- 8" ()= & =setx 0 s=post f () s|e (5" @5 ()

and finally
s'=setx0s=get (s"Dds)xz=0. (4.5)

In W without any restrictions, all these proof obligations are false, because the specifi-
cation of apply_reset assumes that the effect ¢ does not belong to the effect described
by €. But, depending on the effect instantiations, this assumption may be false.

The proof obligations become provable if we add to each of them the hypothesis that
o0 ¢ . Taking for example the obligation (4.5), the conclusion can be simplified to

get 8 x=0

and the proof obligation becomes trivial. Similar considerations are true for the other
formulas.

If we activate the region aliasing exclusion, then the additional hypothesis o ¢ &
comes for free. However, this comes at a cost, as one cannot use apply_ reset with a
function f whose effect contains ¢. On the one hand, this restriction is a natural one
whenever higher-order functions and mutable state play together. The classical example
are iterators over mutable data structures. It is a common requirement (Krishnaswami,
2006) of such functions, often stated informally, that the iteration function does not
modify the structure to be iterated on. On the other hand, one could also explicitly
increase the effect of f when defining apply reset, to pe, for example.

4.2. Singleton Regions

As we have already discussed, it is necessary for reasoning about shared mutable state
to allow multiple reference cells per region. On the other hand, if the program at
hand does not exhibit this kind of behavior, it would be nice to obtain more precise
tracking of regions, at the cost of losing shared mutable state. A solution is to introduce
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singleton regions, that only allow a single memory location in each region, in addition
to excluding region aliasing.
To see how this improves the precision of the region analysis, let us look at the type
of the identity function:
id :Va.a = «

If we apply the identity function to a reference x of type ref, a, we obtain another
object, say r, of the same type. The postcondition of id probably states that the result
r is identical to the argument =, so we can prove that x and r are actually the same
reference.

On the other hand, if we only deal with singleton regions, we do not even need the
postcondition of id; both x and r are in the same region, so they necessarily denote the
same reference. In this setting, the variable names of references become irrelevant; the
only important information is the name of the region.

The idea presented here to obtain singleton regions is very simple: if for each region,
the function ref is called only once, there cannot be multiple memory locations in the
same region. As a consequence, regions and memory locations become equivalent.

To implement this restriction, we use once again our effect system, with a modified
representation (see Section 2.1.5) of effects. In particular, our effects now are pairs
(p,w), where @ is a usual effect expression, and w is a creation effect. This component
describes the set of regions in which an expression allocates a reference. The effect w
has the same form as ¢, i.e., it is composed of regions and effect variables.

The region removal operation (p,w) \ p is somewhat peculiar: for region variables p,
it works as expected, applying the corresponding operation on both components:

(p,w)\o=(p\o,w\ o)

But for region constants r, the operation does not erase a potential creation effect in r:

(pw)\ 7= (p\rw)

The idea behind this definition is that the letregion construct still entirely hides a region
from the outside, but the region construct only hides read and write effects, not creation
effects. This makes a soundness proof possible.

The effect union of these modified effects, denoted W, is a partial function and is
defined as follows:

(p1,w1) & (g2, w2) = (1 U 2, w1 Uws) if wy is disjoint from wo

The idea is that we only have the right to build the union of effects if their creation
effects are disjoint. Looking at the typing rules of Fig. 2.5 (page 52), the only place
where effect unions appear is the LET rule:

I‘;El—el:T’,gol F,ZL‘ZT’;E"@2:T,Q02
LET

'YX Fletz=ejines: 7,01 Uwpg

This means that our modified effect union operation disallows chaining expressions if
they have common creation effects. In turn, this means that no region can contain more
than one reference.
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We need to apply another modification to the typing rules if we want to ensure this.
The ref function needs to actually produce a creation effect:

Typeof (ref) := Yop.a —(@9 ref, o

All other previously introduced function constants have an empty creation effect.

Soundness of the Restriction to Singleton Regions

We want to prove the soundness of the extension, i.e., that each region contains only
one memory location. Of course, we also want to keep type soundness as stated in
Theorem 2.23. But this theorem does not hold with creation effects. Let us see why.
Consider the configuration

s, letregion o in e, (4.6)

where e has a creation effect in p. This effect is hidden because the region removal
operation for region variables indeed removes the variable o from the read/write effect
and the creation effect. Now, consider the reduction of configuration (4.6) using —.
We obtain

s[r +— 0], region r in e[o — r]. (4.7)

Of course, e[p — r| now has a creation effect in . But this effect is no longer hidden:
the region removal operation for region constants leaves the creation effect unchanged.
Therefore, the effect has increased when reducing configuration (4.6) to (4.7).

We cannot expect to prove type soundness as stated in Theorem 2.23. Though, to
share as much as possible with the proof of that theorem, we exploit the generaliza-
tion detailed in Section 2.1.5. While we cannot use this generalization to obtain type
soundness directly, we can establish an equivalent to Lemma 2.19 easily, if we can
prove stability of the union operation and stability of region variable removal when the
substitution does not contain the variable in question.

When aliasing of regions is possible, W cannot be stable under region substitutions;
think of the creation effects {01} and {2} that are only disjoint if o; and gy are never
substituted for the same variable. However, if the substitution ¢ is compatible with
©1 W g, then

(1 W p2)d = 019 W pa¢h

because, by definition of compatibility, distinct regions and effect variables cannot over-
lap after the substitution. Therefore, we obtain the stability of & by requiring the region
aliasing restriction.

The region removal operation ¢\ p is stable when p is a fresh region variable. In sum-
mary, we obtain a result equivalent to Lemma 2.19, where a simple effect ¢ is replaced
by a composed effect (¢, w). We cannot obtain type soundness (subject reduction) like
this, because we do not have the property that

p\o=¢plo—r]\r

which is required in the proof of Chapter 2. This is not surprising as the corresponding
result is actually wrong. Given our definition of the effect operations, we cannot expect
to give the same effect to all expressions in a reduction chain. In particular, when
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Figure 4.2: A reduction sequence with creation effects.

a letregion construct reduces to a region construct, the creation effect of that region
becomes visible, and thus the overall effect of the expression increases. Our subject
reduction lemma has to reflect this fact. In particular, the creation effect w of an
expression has to be in correspondence with the nonempty regions of the store.

Definition 4.5. For a store s, the set NE(s) is the set of nonempty regions in s.

Let us look at the problem from another angle. The creation effect w of an expression
e describes the set of regions in which the configuration (s, e), while reducing, can create
a reference. When (s, e) reduces to (s, ¢’), ¢’ can be typed with another creation effect
w'. Fig. 4.2 shows this situation. We have seen that w’ is not necessarily smaller than
w, because hidden creation effects may have been uncovered. However, the important
property is that no creation effect happens in a nonempty region. So the property to
be maintained by the reduction relation is that NE(s) Nw = () for any configuration
s,e, where e has creation effect w. This means that, for any creation effect of e, the
corresponding region in s must be empty, so the region will become at most singleton.
If we can guarantee that for any configuration (s,e), any region in s will be singleton
or empty. Going back to Fig. 4.2, this means that

NE(s)Nw = NE(s)Nw = 0.

The second idea is that for any two configurations (s,e) and (s',¢’) where the first
one is related to the second one by one of the reduction relations — or —, then we
want to guarantee that NE(s') \ NE(s) is contained in the creation effect w of e; said
otherwise, all regions that become nonempty between s and s’ are mentioned in w.

We proceed just as in the proof of subject reduction; for each reduction rule, we
prove that for the new store s’, we can associate an appropriate creation effect w’ that
also correctly describes the effect of the new expression. Because there are quite a few
hypotheses, let us introduce a predicate that groups these hypotheses together.

Definition 4.6. For a typing environment I'; a store typing X, an expression e, a type 7,
an effect ¢, a creation effect w and a store s, we define the predicate H(I', %, e, 7, ¢, w, s)
to mean the conjunction of the following properties:

1. s Fe: 7 (p,w),
2. Y F s,
3. s contains only empty or singleton regions,

4. NE(s)Nw = 0.

118



4.2. Singleton Regions

Our goal is to prove that predicate H is maintained during the reduction of an
expression, when going from creation effect w to w’. However, to be able to prove this
result by case analysis of the reduction sequence, we cannot accept any creation effect
w’. In fact, only certain modifications of w are permitted to obtain w’.

Definition 4.7. For any store s, we define the relation Rg between two creation
effects w and w’ to hold if one of the following conditions is true:

1. W =w;
2. w' = wU{r} where r is fresh with respect to s;
3. W =w\ {r} where r € w.

At each reduction step, we have to find a w’ that is in relation with w. In the following
proof, we only state that there exists such a w’, but it could be defined depending on
the reduction rule applied. Whenever the store remains the same, or only read/write
effects occur, we can set w’ = w. When a creation effect happens, i.e., on a call to ref,
we can remove it from the effect and set w’ = w \ {r}. When a hidden creation effect
is uncovered, i.e., on the reduction of a letregion expression, we need to add it to the
creation effect: w' U {r}.

As we have already done in the previous chapters, we start with a hypothesis on the
constant reduction function 9.

Hypothesis 4.8. For each defined mapping (s,c,v — s',v") in §, if we set e = ¢ v1...v,
and e =, then H(I', X, e, 7, p,w, s) implies H(T, X/ ¢/, 7, 0,0, s') for some ¥ and &'
such that R(w,w"). Additionally, we have NE(s')\ NE(s) C w.

Proof for the constants of Definition 2.5. As usual, we can only check these properties
for our partial definitions of § and Typeof(). While the well-typing properties and the
store typing ¥’ can be obtained using Hypothesis 2.17, we need to give a new creation
effect w’. Whenever the set of nonempty regions in s is unchanged, we can choose
w’ = w; this fulfills the properties of H and v’ can be given any effect including w’. The
only special case, as expected, is the case of ref.

The function ref creates a reference in a region. In our proof, we must be sure that
this cannot happen in a region that already contains a memory location. But of course,
if the region instantiation of ref is r, then r € w, and as NE(s) Nw = ), we know that
r ¢ NE(s), stated otherwise, s(r) is empty. If we choose ' = w \ {r}, w’ is of one of
the expected forms, and all the side conditions hold. In particular, NE(s') Nw' = ()
because basically » moved from w to s, and NE(s') \ NE(s) = r C w as already stated.
Finally, we can type ¢ with creation effect w’ as the result is a value and can be typed
with any creation effect. O

Remark. The hypothesis on d basically states that there are no constants that do create
several references in a single region, and every constant that does create a reference has
to declare this in its creation effect.

We now prove the same property for the relation —.
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Lemma 4.9 (Top Level Subject Reduction for Singleton Regions). For any s,e and
s’ e’ such that s,e — §', ¢, then H(T', X, e, 7, p,w,s) implies HT,X' ¢, 1,p,0',5") for
suitable X' and w' such that Rs(w,w’) holds. Additionally, we have NE(s')\ NE(s) C w.

Proof. We remark that, while the corresponding variant of Lemma 2.21 does not hold,
its proof is still useful here; we can use it to find an appropriate ¥’ to type €’. So, for
each possible reduction, we only need to find a w’ that fulfills the necessary conditions.

Cases (/3) and (let) The conclusion follows easily from the variant of Lemma 2.19 (Sub-
stitution). We can set w’ = w.

Case (§) We can conclude by Hypothesis 4.8.

Cases (iftrue) and (iffalse) We obtain the statement I'; X F €’ : 7, (¢, w) by inversion of
the typing derivation of e = if v then e; else e5. We can set w’ = w because s is
unchanged.

Case (region) The value v can be typed with an empty effect; we can of course increase
this effect and set w’ = w; this works because s remains unchanged.

Case (letregion) Let e = letregion ¢ in e;. In this case, a new empty region is created,
s’ = s[r — 0] for a fresh r. We therefore set w’ = w U {r} so that this region can
be populated with a single memory location. The proof of Lemma 2.21 gives us
an appropriate store typing ¥', and we can prove I'; ¥’ I region r in ey : 7, (p,w’)
because we can always obtain that r is included in the creation effect of e;. As
§'(r) is empty, we still have NE(s') Nw’ = (), and NE(s') \ NE(s) = 0.

O
Before we proceed to the next lemma, let us prove a little property on creation effects.

Proposition 4.10. For any creation effects wi, Wy and wy, and store s such that
Rs(w1,w]), if w1 and we are disjoint, then Wy and we are disjoint as well and we have
Rs(wl U CUQ,UJi U wg).

Proof. By case analysis on the three different ways to be related that are listed in
Definition 4.7.

Case wy = wi: In this case there is nothing to prove.

Case w] =wi \ {r} with r € wy: Obviously, W} and ws are disjoint. We also have r ¢ wo,
and therefore wj Uwy = (w1 Uws) \ {r} with r € wy Uws.

Case w] = wy U {r} with r fresh: The region constant r is fresh and cannot be contained
in wy. Therefore, w] and wsy are still disjoint. We have the same relation between
the resulting sets.

O

We proceed to prove the required property for the relation —.
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Lemma 4.11 (One Step Subject Reduction for Singleton Regions). For any s,e and
s', e such that s,e — s, €', then H(T, X, e, 7, p,w, s) implies H(T, X' ', 1,0, s") for
suitable X' and W' such that Rg(w,w"). Additionally, we have NE(s')\ NE(s) C w.

Proof. We proceed by structural induction over the reduction context F. In the case
of the empty context O, we can conclude by Lemma 4.9. Two cases remain.

Case let In this case, we have e = let x = E[e;] in ez and we have s,e; — s',¢]. The
typing derivation for e looks like this:

[ F Eley] : 7, (¢1,w1) Doz:7;3F ey 7, (g2, ws)
Y Flet z = Eley] inea: 7, (p1,w1) W (p2,ws)

LET

We can derive that w; and wy are disjoint and we have NE(s) N (w1 Uwa) = 0. By
consequence, we also have NE(s) Nw; = (). By the induction hypothesis applied
to Ele1], we obtain

L;E - Elel] - 7', (o1, 01)

for some w| with NE(s') Nw] = 0 and NE(s') \ NE(s) C w;. We know that wj is
related to wy in one of the ways described in Definition 4.7. By Proposition 4.10,
w1 Uwg and w] Uwy are related in the same way and w| and ws are disjoint. We
derive that e is well-typed with this creation effect. It is also easy to see that
NE(s") N (w] Uwz) = 0 and NE(s) \ NE(s') C w} Uws. Finally, the fact that s’
contains only empty or singleton regions is derived from the induction hypothesis.

Case region We have e = region r in Elei] and s,e; — s',¢|. The typing derivation

looks like this:
'Y F Eleq] s 1, (o1,w1)

REGION - -
;X F region 7 in Eleq] : 7, (o1, w1)\r

Looking at the definition of the region removal operation for region constants,
we can see that the region construct does not change the creation effect of an
expression. We therefore obtain that NE(s) Nw; = 0 and we can apply the
induction hypothesis on E[e;], obtaining a creation effect wj for Ele}]. We can
set w] = wy and are done.

O]

We can now prove the main result for the reduction relation —»:

Theorem 4.12 (Subject Reduction for Singleton Regions). For any reduction sequence
s,e —» §' €, the hypothesis H(T', X, e, T, p,w, s) implies H(T', X e, 7, 0,0, s") for some
store typing X' and some creation effect w'.

Proof. By induction over the length of the reduction chain. Note that we can no longer
expect Rg(w,w’) because there can be a bigger difference between w and w’ than one
creation effect. However, this property is not required in the proof. O
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Corollary. For any expression e such that 0;0 e : 7, (p,w) and §,e — s,v, the state
s contains only singleton regions and empty regions. The same is true for any store s’
that appears in this reduction sequence.

Proof. The first claim of this corollary is a special case of Theorem 4.12. The second
claim concerning intermediate stores can be obtained by the following reasoning. During
execution, the domain of the store, and the domain of each region of the store, only
grows and can never shrink. As a consequence, the region domain of an intermediate
store s’ must be contained in the domain of s, and for each region in s’, the domain
of that region in s’ must be contained in the domain of that region in s. Hence, any
region in s’ is at most singleton. O

Exploiting singleton regions. There are many equivalent ways in which the fact that
all regions are singleton can be exploited. The simplest one would be to state with an
axiom that, when the region is fixed, get becomes a constant function:

Vape Va,y : ref, a.Vs: (oe).get x s =gety s

Another possibility is to apply this axiom whenever possible in terms; one might chose
a reference variable x as the canonical reference of a certain region o, and replace all
accesses to that region by accesses using .

A simple example of a situation that leads to simpler proof obligations is the following
program:

let id [o] (a : @) = {...}a{...}

let idref [ao] (z : ref, o)
let y = 4d xin

{r : r =z}

Both = and y have type ref, a. In a setting with singleton regions, this information
is already enough to conclude that x and y are actually the same reference, and that
the access to x and to y must return the same value. We can derive this without any
annotations of the function id. In a setting with group regions, we would need an
annotation stating that the returned value is identical to the argument.

Mixing group regions and singleton regions. After the previous sections, the natural
question to ask is whether singleton regions and group regions can coexist in a single
system. A user could then decide to use singleton regions for the majority of the mutable
state of the program, and group regions when reasoning about shared mutable state is
necessary. Such a combination would combine the best of both worlds.

While we have not worked out the details, we believe that this is possible. When
designing such a system, one should take care that one never assumes a region to be
singleton when this is not the case, and one should not lose precision by “forgetting” that
a region is singleton. A simple solution would consist in letting the user specify which
regions are singleton and which are not. This would be verified on region instantiation,
for example. Effect union would be more complex, because now the disjointness of
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creation effects must be checked, but only for singleton regions. The axiom for singleton
regions could then be added only for the regions that are indeed singleton regions.
Automatic transformation of proof obligations would be more complex, however.

Capabilities (Smith et al., 2000) also provide the coexistence of singleton and group
regions using mechanisms such as adoption and focus, at the cost of a slightly more
complex type system and more effect annotations. Compared to our hypothetical sys-
tem that combines singleton and group regions, the mechanisms of adoption and focus
permit to merge a singleton region with a group region, and to focus on a particular
reference in a group region to obtain, in fact, a singleton region. See also page 33 for a
more detailed discussion of capabilities.
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5. Implementation and Case Studies

In the preceding chapters, we have described a theoretical system to prove properties of
higher-order programs with side effects. We now want to demonstrate that our system is
useful in practice. We therefore present our implementation of the system, called Who,
detail its internals, present practical aspects that have been eluded from the discussion
so far and give examples of programs that have been proved correct using Who.

5.1. The Who Tool

The Who tool (Kanig and Fillidtre, 2009; Kanig, 2010) is an implementation of the
techniques presented so far. Who consists of an implementation of the programming
language W and the specification language L, with syntactic sugar that has partly
been presented in Chapter 2. Who also contains an implementation of the weakest
precondition calculus presented in Chapter 3. Who programs have to respect the region
aliasing restriction from Section 4.1; the singleton region restriction of Section 4.2 is
optional, on a per-program basis.

The Who tool accepts W programs with specifications written in L, and outputs proof
obligations in a standard higher-order logic that we call Lg, a logic that is identical to
L, with the exception of the absence of constructs related to effects, i.e., in particular
state types of the form ().

The Architecture of Who

Internally, Who consists of several intermediate languages, and functions that translate
expressions of one language to expressions of another. We now discuss each intermediate
language and each function briefly, and refer to the sections in which they are discussed
in more detail. Fig. 5.1 gives an overview of the architecture of the tool.

The input language. Who does accept programs in a language that is a bit richer
and more convenient than W. In particular, it accepts arbitrary application between
expressions, it does a limited form of type, region and effect inference and incorporates
a number of syntactic conveniences, such as the ones that have been discussed in Section
2.1.1. This includes fixing the names of the state variables in pre- and postconditions
to cur and old, permitting function definitions using let and let rec, for-loops and more.
Language features that are not present in W include algebraic data types and pattern
matching, inductive definitions of predicates, declarations of type constants, definitions
of type abbreviations and declarations of logic functions.

We call the inference mechanism limited, because in particular effect instantiations
have to be given for each use of an effect polymorphic variable, when several solutions
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W + sugar WI

let f o= let f = TI

{..} srec _x.{...} " Vs (pe).pregx s A

(g z)+1 let z = g x in z+1 Vs': () .Vrpostgx s s’ r=...

L—>L0

o

Vs : (region o X €).pre g x s A
Vs’ : (region o X €).

Vrpostgx s s r= ...

Figure 5.1: The Architecture of the Who tool.

exist. In these ambiguous cases, we choose to insist on a choice by the user, because
different effect instantiations can lead to proof obligations of varying difficulty.

Maybe the most important syntactic sugar that has not been discussed yet are Hoare
triples in the logic. In Who annotations, the following syntax is accepted:

{pte{aq}

where p and ¢, as in function annotations, may refer to the state variables old and cur.
The meaning of this formula is that if p holds for some initial state, then ¢ holds after
executing e in that state. Using our weakest precondition calculus, this is of course
equivalent to the formula

Vs.p s = wp,(e, q s). (5.1)

In the common case where e is the application between two variables f and z, this can
be translated (“desugared”) to the following conjunction:

Vsps=pre foxs A Vsrpost frss r=qssr

We use Hoare triples extensively in Section 5.4, which discusses programs that have
been proved correct using Who.

A-normal form. The aim of the transformation that is called “Anf” in Fig. 5.1 is to
remove all the syntactic sugar and to put programs in A-normal form (see Section 2.1.1).
The output language of this transformation is very close to W, with the exception of
minor superficial differences and Hoare triples, which are removed in the next phase.
The A-normal form transformation itself is continuation-based and is an extension of
the one by Flanagan et al. (1993).

Weakest preconditions. The weakest precondition calculus, that we have described
in detail in Chapter 3, is used in Who to transform an expression in W into a formula in
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W +sugar

_ L Why
S Who e Pangoline [— —
{-..} " Vf:int — int. » Vf : arrow(int, int).
(gz)+1 fr=1= ... app(f,z) =1= ...

(.}

Why
Who
Alt-Ergo
C
X 73
Vf:int — int.
fa=1=... Simplify

Figure 5.2: Using Who, Pangoline, Why, Coq and automated provers to discharge proof
obligations.

L. The calculus implemented in Who is identical to the one in Chapter 3, including the
extensions concerning read/write effects and algebraic data types. During this phase,
Hoare triples of the form

{pte{aq}

are replaced by the corresponding formula in L given by (5.1).

Obtaining formulas in Ly. We have said that Who outputs formulas in the subset Lg
of L that does not contain state types. We show in Section 5.2 how formulas in L can
be translated to formulas in Lg.

What to do with the produced formulas. Who is only a verification condition gener-
ator, i.e., it simply takes an annotated program and outputs verification conditions, or
proof obligations, that imply the correctness of the input program with respect to its
specification. Who itself, however, does not do any attempt to prove them, except the
most trivial ones. If the formula to be proved is already contained in the hypotheses, or
is equal to True, or if False is contained in the hypotheses, and in very few other trivial
cases, Who can automatically discharge proof obligations.

In general, however, other tools are necessary to prove these obligations, given in
the language Lo, a polymorphic higher-order logic. Lg is a subset of the logics of most
interactive theorem provers, which could be used to prove the obligations manually.
However, currently only Coq syntax is supported directly by Who.

Another desirable way to prove these obligations would be to use automated theorem
provers. There is a big problem however: most automated provers only support first-
order logic, while Ly is a higher-order logic. We therefore propose an encoding of Lg
to polymorphic first-order logic; the logic of the Why tool is an example of a first-
order logic that contains everything we need. We have developed and implemented
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this encoding in collaboration with Yann Régis-Gianas in a tool called Pangoline. The
translation on which Pangoline is based is detailed in Section 5.3.

It is interesting for us to target the Why language, because Why is capable of gener-
ating files for many different automated and interactive provers, which can then all be
used to discharge proof obligations.

The connection between the different languages and tools is described in Fig. 5.2. In
practice, one does not need to execute all the different tools by hand. Instead, a script
permits to run automated provers on all the proof obligations generated from a Who
file, using the chain Who — Pangoline — Why. Selected proof obligations — usually
the ones no automated prover could prove — can then be generated in Coq format for
manual proof.

5.2. Translation from L to L

As we have seen in the introduction, the first obstacle for proving the proof obligations of
a program is that such obligations are terms in the logic L which contains non-standard
state types. Automated or interactive provers, even the ones with higher-order logic, do
not deal with these types. In this section, we therefore describe a practical translation
from L to a sublanguage of L without state types. This sublanguage, called Lo, is a
subset of common higher-order logics such as Coq’s or Isabelle’s. In this section, we
assume the aliasing regions restriction of Section 4.1 to be applied.

The logic Lyp. We do not give an explicit definition with semantics and typing rules
for Ly. Instead, we say that Ly is the subset of L that does not contain state types of
the form (), nor region and effect polymorphism and region and effect instantiations.
We also remove the “current state” ¢ and memory locations [; they have only been
introduced into L to be able to carry out the soundness and completeness proofs of the
wp calculus, because in this proof we have to manipulate programs and annotations
that are partially evaluated. Here, we are only interested in annotated programs that
have not been evaluated yet. This means that the store s and the store typing > are
empty. The current state ¥ is therefore useless and memory locations [ cannot appear
in a well-typed formula. As a result, Ly is very close to (subsets of) other logics, such
as Coq’s logic without dependent types, the logic of HOL (Gordon, 2000) and the logic
used in the work of Régis-Gianas and Pottier (2008).

n-ary tuples. In this section, we assume that Ly possesses n-ary tuple types or n-tuples,
of the form 74 X 70 X --- X 7,. This is not a very strong requirement; first, types of
this form are present in many provers. Second, n-ary tuples can of course be encoded
using pairs. Pairs are in L and Ly, so adding n-tuples does not add any expressive
power to the language, but can be seen as syntactic sugar. We also assume that there
are constants mk, that construct tuples, for each n, and projection constants 7" that
return the ith component of an n-tuple, where ¢ is an integer between 1 and n.

mky,: VYoai---op.01 — = Qp — a1 X X O,

e

i Yag-rapar X X ap = oy
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We follow the common usage to write (¢1,...,t,) instead of mk, t; .-+ t,. In most
cases, we omit the parameter n of both types of functions; usually, it can easily be
derived from the context, and plays no role in the proofs.

The idea of the translation. The aim of the translation we are about to describe is to
eliminate state types of the form (p) from our formulas. There are other possibilities,
but we decide to represent state types () in L by n-ary tuple types in Lo, where n is the
number of elements in the effect expression ¢, and objects of type () are represented
by n-tuples. Le us denote the translation function from L to Ly by [-]. Then, as an
example,

[{p1p2e)] = [pa] x [p2] x [e],

where [p1], [p2] and [¢] are the types that result from the translation of the region and
effect variables.

Effect variables can simply be encoded using type variables. For the images of effect
variables, instead of maintaining an environment that keeps track of the mapping from
effect variables to type variables that represent them, we simply use the name of the
effect variable as the name of the corresponding type variable. Now, we can write

[e] =,

meaning that the effect variable ¢ is translated to the type variable . This is an abuse
of notation, but it should be clear what is meant by this equation.

Region names can be translated using the same trick, and region polymorphism can
be expressed using type polymorphism. However, we need to express regions, the parts
of the store, differently. For this, we use a unary type constructor region, such that
region p represents the region corresponding to 0. We write:

[o] = region o

Again, on the right hand side, o is a type variable.
On our example, the state type (p1p2¢) in L becomes

[{p1p2c)] = region p1 X region p2 X €,

where p1, p2 and € are now type variables.

There are two problems with our translation. The first one is that in the effect
calculus, the two types (p1p2) and (pap;1) are considered the same, because effects are
sets and both sets contain the same elements. However, in our translation based on
tuples, the order becomes crucial: The type region p; X region ps is different from the
type region po X region pi. In this form, the problem can be easily dealt with: simply
fix an arbitrary order, written <, on all basic effects, i.e., region variables and effect
variables, and always order the representation of effects based on this ordering. So,
assuming that p; < ps, the effect expression pop; actually stands for pips, and both
state types are translated to the same tuple type.

But this resolves only half the issue. The more serious problem is that our translation
does not behave well in connection with effect substitutions. To see the problem,
consider our state type 71 = (p1p2¢) and instantiate the effect variable ¢ with the effect
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pop3. We assume the region variables to be ordered such that p; < p; whenever i < j.
Now, set
T2 = Ti[e = pops] = (pop1p2p3)-

The translation of 75 is the type
[72]] = region po X region p1 X region p2 X region ps,
while the translation of type 71 is
[71] = region p1 X region p2 X €.

If we translate the effect substitution [ — pgps] to a type substitution in Ly, such as
¢ = [e — region py X region ps], then

[T1]é = region p1 X region py x (region py X region p3).

It is important to note that the parentheses around the last tuple are necessary, and
that this type indeed describes a nested tuple, i.e., a tuple inside a tuple. So not only
has the problem of order reappeared, but also the structure of the types is not the same.
While the structure is not the same, both types “morally” represent the same objects,
namely the ones that consist of a component of type region p; for each ¢ between 0 and
3. And indeed, it is easy to find a conversion function between both types: The term

f=As:[m).(m2 s,m3 s, (71 8,74 ))

is a function of type [12] — [71]¢, and similarly we could construct a function of inverse
type.

Extending the conversion between state types to all types. Before we explain the
details of the translation, we want to show that the construction of bijections that we
just sketched can be carried over to terms of more complex types. In this paragraph, we
assume that we have a set of bijective conversion functions f,_; for a set of pairs (a,b)
of types. This can be, for example, the function f that converts between the different
tuple structures that we have described in the previous paragraph.

We can now define a conversion function that converts between types, say 7 and s,
that differ only by types a and b, for which we have a conversion function f,_,;. This
means that 75 can be obtained from 71 by substituting occurrences of a in 71 by b.

Our approach is that we define a meta-function M that, given two such types 71 and
79, and a term of type 71, returns a term of type 7o:

t

fasb if f,_p exists
ap, (Ax:0.M(o,0',5)) t

apref (\x : o.M (0,0',s)) t

Az o.M (71,79, t M(72,71,))

M(7,T,t)
M(a,b,t) =
M(t7,00,t)
)

t)

3 3

M(ref o o,ref g o,t

M(1y — 7], 70 — 5,

For polymorphic constants and for reference types, we assume that a mapping function
has been given which takes the conversion function(s) in argument and returns an object
of the expected type.
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[ol= ilo]

[o] = «

[o = o] = [o] = [o]
[ref, 7] = ref o [7]
[{o1-- ome1---en)] = region g1 X -+ X region g, X €1 X -+ X &,

Figure 5.3: The translation of L types to Lo types

Translating types. The translation of types from L to Lg is very simple and is summa-
rized in Fig. 5.3. It is simply a traversal of the type structure until we encounter a type
of the form (p). At this point, we apply the translation to tuples we have discussed
earlier. The translation of reference types merits a comment: the type ref, 7, a special
type in L, is translated to the application of a binary type constant ref to the type
variable ¢ and the type [7].

Translating state manipulations. As we are replacing state types by tuples, we must
also replace the functions manipulating state types by something else. Now, we can
concretely implement these functions, specialized for each application. The idea is very
simple, but is relatively cumbersome to write formally. We first define a metafunction
find that, given a region or effect variable, returns the corresponding projection in the
translation of a state object s. Let us write effects using a list of basic effects y and let
us assume that s is a state object of type (x1 -+ xn). Then

find Xi 8(y1nny = i [8])-

The function find is of course only defined when y; belongs to the domain of s; in the
following, we use find only in situations where this is the case. In the definition of find,
the translation function on terms, [-], is used on s.

We now use this function to build tuples of the right form:

[(combine s1 s2)X)] = mk (if x € 2 then find x s1 else find x s2)
[[s‘(@]] = mk (find x s)

We have again used x to denote effect and region variables, and the list syntax using
an overline.
In L, the function get acts on the store directly and is of type

get : Vape.(pe) — ref, a — a.

As, with the region aliasing restriction, we know statically which region of the store is
concerned, we replace this function in Ly by one that directly acts on regions:

get : Vap.region o — ref o a — a.

131



5. Implementation and Case Studies

To use this function, we simply have to pick the right component of a state tuple and
apply the function:

[get s(p) ref, -] = get (find o ¢) [z]

Remark. We have presented the translation of state manipulating functions in their
fully applied form. However, only the instantiation of the function variables is important
and guides the translation process. Partial applications of get, restrict and set are
perfectly possible.

The actual translation. We now can define the translation from L to L. It is actually
very simple and consists in translating all forms of polymorphism to type polymorphism
and translating all state types to tuple types. The only difficulty is that due to effect
instantiations, conversion functions have to be inserted to make the term well-typed.
In the definition of the translation, we expect all terms in L to be well-typed, and we
assume the variables and constants to be annotated with their type schemes.

Let us start with the most difficult case concerning variables (the one for constants
is identical). Let us try to translate the term ¢t = x [3], where z is a variable of type
scheme Yy.7,. A first try would be to simply translate the instantiations, to obtain the
term

¢ = [,

and if we assume that the type scheme of x has been translated to Vx.[7,], the type of
this term is

T = [n]x = [l
The type of term ¢ in L is 7,[x — 7|, and if we translate this type to Ly, we obtain
T =[x — 7]].

So we have obtained a term of type 7/, but to be able to build a correct typing derivation
which contains ¢/, we need to obtain a term of type 7. However, we have seen that there
are situations where 7 is different from 7/. We therefore insert a conversion:

[t] = M(+',1,t).

And this term has the right type. The case of constants is identical.

All other cases are very simple, and consist of a simple traversal of the term structure,
converting polymorphic variables and variable instantiations on the way. We recall that
all polymorphic variables in Ly are type variables, so for example in the case

[vx.t] =  Vx.[t]

we have effect variables, region variables and type variables on the left, but only type
variables on the right. Fig. 5.4 summarizes the translation for terms.

Remark. The reader may be worried that this translation clutters the formula with
tuples and projections everywhere. However, in practice, many simplifications can
apply. Projections applied to concrete tuples can be reduced as follows

v (mkn t1 - tn) — t;.
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leoxr Bl = M([7][x = [ [ [x = =], ¢ [[]])
[voxr B = M([7][x = [, I[x = )], = [[>]))
[ty t2] = [ta] [t2]
[MNe:ot] = Ax: [o].[t]
Ve :o.t] = Va:[o].[t]
[vxil = vx.[t]
[let x [x] =t1inte] = let z [x] = [t1] in [t2]
[get 5(p) Tret, <] = get (Tfind o ¢ [s]) [7]
[(combine 51 s2) )] = mk (if x € w2 then find x s1 else find x s2)
[si] = mk (find x s)

Figure 5.4: The translation of L terms to Ly terms.

To maximize the number of concrete tuples, one can replace quantifications over tuples
by quantifications over the components:

Ve:m X - X1p(x) — Vap 7. Vop o mp((x1, ..., 20)).

Using only these two transformations, the Who tool manages to eliminate all tuples due
to state types on first-order and second-order functions. Tuple types that cannot be
eliminated appear when proving properties about third-order functions or higher.

5.3. Translation from Higher-Order Logic to First-Order Logic

In this section, we present a translation from a higher-order logic to a first-order logic.
This translation has been implemented in a tool called Pangoline, in collaboration with
Yann Régis-Gianas.

5.3.1. Motivation

As we have seen, Who uses a higher-order logic to express annotations and proof obli-
gations. Given the state of the art of automated theorem proving, we cannot expect
to discharge all proof obligations of even moderately complex programs automatically.
Manual proofs can be done in interactive theorem provers such as Coq (The Coq De-
velopment Team, 2008), and this task is made easier by built-in decision procedures,
like congruence closure or the tactic omega (Crégut, 2001) to decide properties of lin-
ear arithmetic. On the other hand, these decision procedures combine very badly in
Coq and in practice the user has to progress step by step, preparing the goal manu-
ally for a certain decision procedure. Outside the world of interactive theorem provers,
solvers that efficiently combine such decision procedures exist. In program proof, a
large number of proof obligations are actually relatively easy, often requiring only a few
instantiations of lemmas or axioms, as well as a combination of arithmetic reasoning,
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congruence closure and propositional reasoning. We would like to discharge those easy
proof obligations automatically, so that the user can concentrate on the difficult ones.
There are two main families of automated theorem provers today.

o Resolution-based provers such as Vampire (Riazanov and Voronkov, 2002), Spass
(Weidenbach et al., 2009) or the E prover (Schulz, 2004). This is the class that is
usually referred to by the term automated theorem provers in the literature. These
tools are often refutationally complete and very powerful for logical reasoning.
However, they are considered less suited for equational reasoning and even less
suited for arithmetic reasoning. To our knowledge, with one notable exception
(see below), no resolution-based prover supports higher-order logic.

e SMT-solvers, which are usually implemented using a SAT-solver, built-in equality
and arithmetic reasoning and an instantiation mechanism to make use of lem-
mas and axioms. Well-known provers are Z3 (de Moura and Bjgrner, 2009),
Yices (de Moura and Dutertre, 2009), Alt-Ergo (Conchon and Contejean, 2008)
Simplify (Detlefs et al., 2005) and CVC3 (Barrett and Tinelli, 2007). While these
provers often use complete decision procedures for ground terms and formulas,
these tools are generally incomplete in the presence of quantifiers. However, they
deal very well with arithmetic reasoning, and some provers also have other built-in
theories, such as the theory of arrays, which is very interesting for programs that
manipulate arrays. To our knowledge, there is no SMT-solver that deals with
higher-order logic.

For the sake of completeness, we need to mention that one automated prover has
limited support for higher-order logic: Otter, developed by Beeson (2006). Following
Meng and Paulson (2008), the connection of Otter’s logic with the one of Coq or Isabelle,
is not clear, however. Meng and Paulson also argue that they do not want to depend
on a single automated prover, and we do not want to either. To be able to use all the
other provers, we need some encoding of the higher-order features of our logic, to obtain
equivalent first-order formulas that can be sent to those automated provers.

Polymorphism. While the logic Lg, the output format of Who and the input format
of Pangoline, is polymorphic, in this section we define a monomorphic higher-order
logic that only provides polymorphic constants. The user cannot define his own poly-
morphic functions. The same is true for the target first-order logic. The removal of
polymorphism from both languages is motivated by a simpler presentation of the en-
coding. With one exception (see page 139), the presence of polymorphism does not
add much complication, but the notations become much heavier. While the input and
target language provide polymorphic constants, we leave the instantiation implicit in
both languages.

Polymorphism in the input language requires polymorphism in the target language,
if no special encoding for polymorphism is applied. A polymorphic first-order logic as
target language could be considered to be problematic. After all, most of the previously
cited automated provers, with the exception of Alt-Ergo, accept only a simply-typed,
or even an untyped logic. However, the Why tool, which itself accepts formulas in poly-
morphic first-order logic, contains several different encodings for the different provers,
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depending on whether they are simply typed or untyped (Couchot and Lescuyer, 2007).
We simply build on this capacity. Meng and Paulson (2008) and Hurd (2003) directly
translate from a monomorphic higher-order logic to untyped resolution-based provers.

5.3.2. An Overview of the Encoding

The input language we define in this section is slightly simpler than Ly: in particular,
we remove tuple types and type polymorphism from the discussion. To differentiate
this language from Lg, we call it “higher-order logic” (HOL).

There are two main differences between HOL and first-order logic (FOL, we will
define more precisely these two languages soon). The first one is obviously the “higher-
order” part of HOL. One can abstract and quantify over functions and predicates, one
can build anonymous functions, one can partially apply functions. As an example, in
HOL one can write

let apply (f : int — int) (z : int) = fz
Vf:int — int. apply f = (Mz:int — int). z) f

to express that apply is the identity function for one-argument integer functions.! One
cannot express this kind of properties in FOL.

The second difficulty is the usage of the type prop, the type of propositions. In HOL,
prop is just a type like any other. In most definitions of FOL, there is no such type.
However, in FOL one syntactically distinguishes between terms, which have a certain
type, and formulas, which do not have a type. In a way, formulas are like terms of type
prop, but formulas may also contain logical connectives and quantifiers, while terms
cannot. Similarly, one has to distinguish between function symbols, which have a list
of argument types and a return type, and predicate symbols, which have only a list of
argument types, because their return type prop is understood. A natural translation
from HOL to FOL maps functions whose return type is prop to predicates. As there
are syntactic restrictions on the occurrences of functions and predicates, an encoding
has to take them into account.

First, let us make clear that we do not claim our encoding to be original. The general
concept of using a binary function symbol app to encode higher-order application goes
at least back to Reynolds (1998). The other main ideas come from the work of Meng
and Paulson (2008) and Pottier and Gauthier (2006). Our contribution here is the
effort to obtain very natural first-order formulas and the observation that the encoding
can be ad-hoc justified simply by evaluation of the function symbols that have been
introduced by the encoding.

The coding process can be divided into three parts. The first one prepares the HOL
term for the actual encoding by eliminating quantifiers and anonymous A-abstractions,
using A-lifting. The second part consists of the actual encoding, translating from HOL
to FOL. The third part applies a number of simple optimizations to the FOL formula,
to obtain a reasonably natural formula.

! Actually, this property is only true if one assumes the so-called axiom of functional extensionality,
which states that two functions are equal if and only if they yield the same result when applied to
the same arguments.
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A central concept of our encoding, as of the previous encodings by others, is the usage
of a predefined first-order function app, which simulates higher-order application using
first-order application. The function app takes a function object f as first argument and
the function’s argument x as second argument, and returns an object which corresponds
to the higher-order application f x. As an example, the HOL term f x y could be
encoded as app(app(f,x),y). However, if f has a natural first-order signature, then
this term is not well-typed; one cannot use function symbols like this in FOL. This fact
forces f to have some type representing a function object. Therefore, we add another
twist, inspired by Pottier/Gauthier (Pottier and Gauthier, 2006). The symbol f gets a
natural first-order type; for example the addition function + has type int — int — int
in HOL, in FOL we give it its natural type int,int — int. Basically, we replace the
top-level arrows by commas, except the last arrow. Additionally, we declare a symbol
f which has the function object type we mentioned. And whenever the function f is
applied to all its argument in the HOL formula, we can use directly f in FOL. Only
when it is partially applied, or when f itself is a function argument, we use f . Now, to
establish the connection between the two symbols, we have to state as an axiom that
f , when applied to all its arguments, gives the same result as f.

Concerning the second difficulty of prop, we use a second type tprop, which represents
prop at places where prop cannot appear in FOL. We also have to add a predicate
symbol evalp which takes one argument of type tprop for the conversion in one direction.
For the conversion in the other direction, the aforementioned encoding of higher-order
application is actually sufficient.

As an example, consider the following theory in HOL:

let idprop (x : prop) = x
logic p : int — prop
Vx :int.p x = idprop p x

It would be translated to the following theory in FOL:
predicate idprop (x : tprop) = evalp(x)

predicate p : int
logic p :< function object type >
YV :int.p(x) = idprop (app(p,x))

The idea here is that even though p is applied to all its arguments in the last line, we
cannot reduce it to p(z), because p is a predicate symbol, and cannot appear in term
position. It is understood that app(p, z) has type tprop.

We now develop more formally the encoding.

5.3.3. The Source Language

Our source language is a standard higher-order logic, defined in Fig. 5.5.

A type 7 is either prop, or a function type, or an instantiated type symbol. The
propositional constants as well as the logical connectives are represented as predefined
constants. An HOL term ¢ is either such a constant, a variable, an application of two
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T u= prop|T—= 7| [T]
Q = V|3
t = claz|fltt|MNae:7)t]|Qx:7).t
c == A | = |true]|false]| ...
decl == let f(x:7):7=1]axiomt
A o= 0| Az:T|Af:T
Figure 5.5: Simplified HOL.
CoONSsT M LocAaLVAR M GLOBALVAR L
AFc:T ArFzx:T AFf:1
ArFty 7 =1 Aty 7 Az:T Ft:T
App ABS ; ;
Abtyte:T AEXNz:r)t: 7 —>71
Az:7 Ft:prop JAN A ol o A A Ft: prop
QUANT ; LET — AXIOM ————
At Q(z:7").t: prop Ablet f(x:7):7 =t A F axiom t

A'_|Etym27':t Ay:Ti— =TT Fth
DECL-LET —
Ablety (z;:m): 7 =t th

A axiom ¢ A th
A+ axiom t,th

DEcL-AXIOM

Figure 5.6: Simplified HOL: the typing rules.

HOL terms, an abstraction or a quantification. We syntactically distinguish between
global and local variables; a local variable x is introduced by A-abstractions, quantifiers
or function arguments, while a global variable f can only be introduced using a top-level
definition. However, both kinds of variable have the same logical status. In addition
to these constructs, that are all already present in Ly, we now explicitly add top-level
declarations. Such a top-level declaration decl is either a function definition or an
axiom. An HOL theory is simply a list of declarations. Finally, a typing context A is
just a mapping from global and local variable names to types. As we have mentioned
already, HOL does not provide polymorphism, i.e., type variables or a generalization
or instantiation mechanism.

We give the typing rules for simplified HOL in Fig. 5.6. They are pretty standard,
with the exception that they reflect the syntactic distinction between global and local
variables. For HOL itself, this distinction is unnecessary; global and local variables
behave the same and have the same logical status. However, in FOL this is no longer
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true, and our encoding behaves differently for global and local variables. To be able to
formalize this behavior easily, the distinction must already appear in HOL.

5.3.4. Elimination of Quantifiers

The first simplification we apply is to eliminate the quantifiers and to replace them by
predefined constants forall and exists. This is so natural in the context of higher-order
logics that many developments define HOL with these constants and without explicit
quantifiers. The constant forall is of type (o — prop) — prop, and the term forall (\(z :
7).p(x)) is intended to represent the statement Vx : 7.p(z). Our simplification simply
consists in replacing quantifiers by an application of the these constant:

Vo 7.t — forall (\(z:7).t)
Jz: 7.t —  exists (A (z:7).t)

To keep the meaning of the formula, we have to define both constants, for example with
an axiom:

Vf:7— propforall f Ve :71.fx
Vf:7 — propexists f<o dr:7.f x

5.3.5. Elimination of \-Abstractions

In HOL, one can define anonymous functions using A-abstractions. In FOL, the only
way to build functions is to define them at the top-level. A possible step towards FOL
is thus to replace A-abstractions by top-level definitions. The process that achieves this
is called A-lifting (Johnsson, 1985).

Our Mlifting, written [t]? (see Fig. 5.7), expects a term ¢ and a current list of decla-
rations d. It returns an abstraction-free term ¢’ and a possibly enriched context d’. In
the case of variables and constants, there is nothing to do; the term and the context are
left unchanged. When we encounter an application t; to, we would like to leave it as is,
because we only want to eliminate abstractions. But of course, both terms may contain
abstractions themselves so we have to apply the transformation to the two subterms
obtaining t, and ¢, threading the context through these recursive calls. At the end, we
return the application t, ¢, and the richest environment ds.

When encountering an sequence of abstractions, we first compute the free variables of
the whole term, i.e., not counting the abstracted variables. We then call [-] recursively
on the body of the abstraction, obtaining an abstraction-free body ¢;. We now build a
new top-level definition, using a fresh name f, whose body is ¢; and whose arguments
are the free variables we computed before and the variables of the abstraction. This new
top-level definition is appended to the context. The returned term is the application of
our new top-level function f to the free variables.

It is easy to see that this transformation is correct, i.e., that the obtained term is
logically equivalent to the original term. Simply observe that if [t]? = ', d’, then ¢ = ¢/
modulo d-equivalence, that is definition unfolding. This is trivial for the case of variables
and constants, and very easy for the case of applications, by induction. In the case of a
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[[t]]d — t/, d/

[decl]? = decl’

[z]? = z,d
[c]¢ = ¢d
[[tl tg]]d = let t,,dy = [[tl]]d in
let ty, do = [[tz]]dl in
la tb7d2
Iz - 7).2]¢ = let(y:7) = fo(AMx:71).t)in
let t1,d; = [[t]]d in
let do = dylet f(y:7) (z:m)=t1in
[y, da
llety (x:7):7=1t]? = lett;,dy = [t]¢in
let do = dylety (z:7):7=t1in
da
[axiom ¢]¢ = letty,dy = [t]¢in
let do = djp;axiom t;
do

Figure 5.7: The A-Lifting transformation.

lambda-abstraction, simply unfold the newly obtained definition and use the fact that
t and t1 are already equal modulo §-equivalence.

The transformation also succeeds in removing every A-expression, as can be easily
verified by induction and by observing that none of the result terms contains a A-
expression.

M-lifting and polymorphism. The A-lifting algorithm is the only part of the encoding
where the presence of polymorphism leads to a more complex algorithm. Let us consider
as an example the following function skeleton:

let f [af] (z : a) =

When lifting the anonymous function in f, to define a new top-level function g, we have
to add the variable x to the arguments of g. But there are also the type variables «
and . In fact, g must be polymorphic, and in f, we must instantiate g with the right
type variables:

let g [af] (z:a) (z:8) = ... x ...
let f [af] (z : a) =
glaBl ...

In a polymorphic system such as Ly, we also have a quantifier over type variables of the
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K = LK
o == predicate K | function K — &
t u= xz(t)
o = A | =]..
p == x(t)|Vz:kp|pop]..
decl = functiony (z:k):k=1t|predicatey (r: k) =p|axiomp| f:o
I' o= Q|T,z:0

Figure 5.8: FOL: the syntax.

form

Va.f

to bind local type variables. These binders can also interfere with A-lifting, and some-
times a suitable quantification over local type variables must be added to the body of
the lifted function. In some cases, this also leads to the removal of a quantification over
types at the place where the lifted function comes from.

5.3.6. The Target Language: FOL

Before we turn to the actual encoding of HOL, we have to introduce the target language.
Its syntax is summarized in Fig. 5.8. First-order types are written x; they are simply
type constructors of a given arity. Note that prop is not a first-order type. A first-
order signature o is either a predicate signature, consisting of a list of argument types,
or a function signature which additionally contains a return type. A term t is an n-
ary application of a function symbol z to a list of terms. A formula p is either an
n-ary application of a predicate symbol x to a list of terms, or a quantification, or a
formula with a logical connective. There are now four different top-level definitions:
let-declarations in HOL are split in function declarations with a return type and a term
body and predicate definitions without return type and with a formula body. One can
also declare axioms and function symbols. Logically, an axiom corresponds to a new
premise, and a declaration of a function symbol to a universal quantification.

Fig. 5.9 summarizes the typing rules for FOL. A typing environment I' is a mapping
from variables to either predicate or function signatures. In terms, one can only use
function symbols (variables whose signature in I' is a function signature), and in for-
mulas one can only use predicate symbols. Variables of first-order type x, introduced
by quantifiers and function or predicate arguments, are encoded as nullary function
symbols using the syntax function (— k).

The translation to FOL requires a few predefined type constructors and function
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[(z) = function ® — & Ty t;: Ky

T-App -
I'Ha(t): s
I'(z) = predicate ® Tkt Ry I', z : function (— k)
P-App () =p = Lo FQuaANT ( ) pP
I'Fp (1) F'Ep Vo ikp
'k 'k
FLop p P1 p P2 FEMPTY
Lhppio po )
[, : function (— k) F¢t: K ',y : function & — &’ 4 decl
FSEQFUN —y —
I' k4 function y (x : k) : K = t; decl
I,z : function (= k) Fp p I,y : predicate & b, decl
FSEQPRED
I' -4 predicate y (x : k) = p; decl
'+ ', decl I',f:0Fg decl
FSEQAXIOM pP - df FSEQDECL f—L
I' k4 axiom p; decl I'kyq f:o;decl
Figure 5.9: FOL : the typing rules.
symbols. Here they are:
type term «
type  tprop
type  arrow («, 3)
app . function term arrow («, 3),term a — term f3
eval : function term a — «
reflect : function a — term «
evalp : predicate term tprop

The intuition behind these symbols is the following. The type constructor term repre-
sents reified higher-order terms, i.e., objects of type term k are intended to represent
higher-order objects of a type corresponding to k. Every form of types in HOL that
does not exist in FOL is represented by a FOL type constructor: prop corresponds to
tprop, and the type arrow — corresponds to arrow. So this means that the objects
of type term tprop are reified versions of higher-order predicates, and objects of type
term arrow (K1, k2) are reified functions. To use such functions, we dispose of a symbol
app, which takes a reified function and a reified object of the expected type and returns
a reified object of the return type of the function. Finally, we have two functions eval
and reflect, converting to and from reified objects. We assume the equation

eval(reflect(t)) = ¢
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to be true for all instances. There is a special case in the case of reified predicates; in
this case we can use the predicate symbol evalp to obtain a first-order predicate.

5.3.7. The Encoding

The language we have obtained after A-lifting does not contain quantifiers nor A-abstrac-
tions, but it still contains higher-order types and partial application. Also, the HOL-
type prop may be used at places where it cannot be used in FOL, for example as
argument type. We now define the encoding which takes care of these features.

The first definition concerns types. As indicated before, we use first-order type con-
structors to handle the problematic cases:

[prop] = tprop
[c7] = ][]
[r— 7] = arrow ([7],[7])

Here, prop is dealt with by tprop, and the arrow — by arrow. Other type constructors
are taken over unchanged.

Given the syntactical distinction between local and global variables, the encoding of
terms is very simple:

N

71 = 71
[x] = reflect(z)

[t1 ta] = app([ti], [t2])

An application is encoded using the first-order function app. Local variables are re-
flected. For global variables f, we directly use the reflection f to represent them. We
will see in a minute how the name f is introduced. An important property of this
encoding is that if ¢ is of type 7 in HOL, then [t] is of type term [r]. This property
will be useful to prove the well-typedness of the overall encoding.

Finally let’s look at how contexts are encoded:

— , .o function fx:[r] : [7']=-eval([t])
llet f(@:r)er=t] = function f :oterm [ = - =1 = 7]
[axiom A :t] = axiom A :evalp([t])

Axioms are simply translated to axioms; however as [t] is of type term tprop, we must
add an application of evalp. Top-level definitions are similarly translated to top-level
definitions, where an application of eval is added. However, this is not sufficient, as in
FOL the symbol f cannot be partially applied anymore, nor be passed to other func-
tions. The reflect function is of no use, as it can only be applied to local variables. We
therefore directly introduce the reified version of f, called f . Its type is the reification
of the higher-order type of f.

5.3.8. Optimizations of the Encoding

The encoding we have shown up to now is very simple and easy to prove correct.
However, it produces unnecessarily large terms, and it contains unnecessarily contrived
formulations of first-order concepts. For example, up to now, we have made no use of the
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formula constructs of FOL; even if the HOL formula contained logical connectors, well-
known predicates like equality or quantifiers, these have been encoded as any other HOL
function or predicate. This is a problem, as automated provers deal in an optimized
way with these constructs. Any form of encoding for these constructs severely slows
down their performance. Our job in this section is to undo as much as possible of the
encoding so that we gain the original structure of the formula. In the best case, we
would like to obtain the original HOL formula, whenever it was a first-order formula.

Introducing predicates. A first step consists in transforming function declarations of
return type tprop into predicates:

function f : (71,...,7,) — tprop

becomes
predicate f : (71,...,7n).

We can do this because the encoding process has eliminated all occurrences of f in
the remaining list of declarations, only occurrences of f can appear. So changing the
signature of f cannot change the well-typedness of the rest of the theory. We do not
need to change the type in the declaration of f .

Recovering the logical structure of the formula. If we want to obtain a relatively
natural looking first-order formula, we need to re-obtain the logical connectives and the
quantifiers. The following rewriting rules take care of this:

evalp(app(app(, f1), f2)) — evalp(f1) o evalp(f2)
evalp(app(forall, f)) — Vx.evalp(app(f, reflect(z)))
evalp(app(exists, f)) — Jz.evalp(app(f, reflect(z)))

We simply rewrite full applications of A to the connective A and so on. It is however
important to note that these rewriting steps can only be applied under an application
of evalp. Otherwise we would be trying to build formulas where a formula cannot
syntactically occur.

Reestablishing full applications. An occurrence of a reified global function symbol f
is fully applied when it appears in a term such as

app(... (app(f,21),...), zn)

where n is also the arity of f. In this case, it is possible to replace the whole term by the
first-order application of f to the arguments x; to x,. The same is obviously possible
for predicate symbols. However, for the term to be well-typed, we need to inject calls
to reflect, so that the rewriting rules look like this:

e )y Ty))
)

f(reflect(zy),. .., reflect(x,)) arity(f) =n
p(reflect(xy),. .., reflect(x,)) arity(f) =n

eval(app(. . . (app(f, 1
evalp(app(. .. (app(p, 21

~— —

_>
%
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Rewriting. In this and the previous paragraph, we have essentially defined a rewriting
system on first-order terms. A rewriting system is a set of rules, just as the ones we
have given here, that can be applied in an arbitrary order at arbitrary places in a term.
To be useful, a term rewriting system must be terminating and confluent. A rewriting
system is terminating if for any given term, only a finite number of rules can be applied,
one after the other, to obtain a term which does not permit applications of the rules
anymore. Such a term is called a normal form. A rewriting system is confluent if, when
a term ¢ permits applications of several rules to obtain, say, t; and ¢z, then ¢; and
permit a sequence of applications of rewriting rules to obtain the same normal form,
say t'.

The property of termination guarantees that one obtains a normal form after a finite
number of steps. The property of confluence guarantees that the order of application
of the rewriting rules is not important. Together, they imply that we can apply the
rewriting rules in any order in the term, and will find the normal form eventually.

The CiME tool (Contejean et al., 2007) can prove termination and confluence for
rewriting system. We have entered the above rewriting rules in this tool and were able
to prove both properties. Due to limitations of the CIME tool, we had to simplify the
problem a bit, but we believe that this does not change the termination and confluence
proofs. First, we have limited ourselves to a single pair of function f and corresponding
constant f , of binary arity. Second, and maybe more seriously, we have replaced the
quantification in the rewriting rules concerning the constants forall and exists by unary
functions forall and exists, and the variable z by a constant.

Inlining function symbols that have been created by the translation. FEach quan-
tification of the form

Va.p

is transformed at the beginning to

forall (A\z.p)
, and then, by A-lifting, to

let fz = p
forall f

After the encoding and the simplifications, we obtain the formula

predicate f z = [p]
Ve.f ¢

The result is relatively clear, but the additional predicate symbol is superfluous and
may hinder the proof process. We therefore decide to inline predicate symbols that
originate from A-lifted abstractions, when possible. In our example, we obtain (almost)
the original formula:

Va.[p]
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Adding the necessary axioms. A last item is missing; up to now, we have never linked
the reified symbols f to the original symbols f. We do that now. We simply have to
state that the n-ary application of f using app corresponds to the n-ary first-order
application of f. To do this, for every declaration of a function symbol:

function f: (7q,..., ) = T

we have to add an axiom

A

Vi 7i.... Vo, T.eval(app(... (app(f, reflect(x1)), ... ), reflect(z,))) = f(z1,...,2n)
and for every declaration of a predicate symbol:
predicate p : (14,...,7n)
we have to add an axiom:
Vzy:7i.... Vo, : Tp.evalp(app(.. . (app(p, reflect(z1), . .. ), reflect(zy,))) < p(z1,. .., 2n)

It is important to add these axioms only add the end of the encoding process. Oth-
erwise, the right-hand sides of the axioms would be simplified by the rewriting rules
we have given in the previous paragraphs. To be useful, the axioms have to be left
untouched.

5.3.9. An Example

Let us show the encoding on the example that has been discussed at the beginning of
Section 5.3.2, on page 135:

let apply (f : int — int) (z : int) = fz
goal : Vf:int — int. apply f = (M(z:int — int). z) f

The second line is the goal to prove. Introducing the quantifier constant, we obtain

let apply (f : int — int) (x : int) = fz
goal forall (fun (f :int — int). apply f = (A(z:int — int). z) f)

After A-lifting, we obtain

let apply (f : int — int) (z : int) = fz
let id (z:int) = =z

let p (f :int — int) = apply f = id f
goal : forall p

We have given the names id and p to the lifted abstractions. Now the actual encoding
is applied, to obtain the following FOL theory:

function apply (f : arrow (int,int)) (z : int) = eval(app(f, reflect(z)))
apply : term arrow (arrow (int, int), arrow (int, int))

function id (z :int) = z

id : term arrow (int,int)

function p (f : arrow (int,int)) =
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eval(app(app(=, app(apply, reflect(f)))), app(id, reflect f))
p : term arrow (arrow (int,int), tprop)

goal : evalp(app(fofall,i)))

In the body of the identity function id, the application of eval to the term reflect(x) has
been simplified to z. We assume that the context contains constants = and fm:all, that
represent the reified versions of the equality predicate and the quantification constant,
respectively.

We can now apply the simplifications and obtain a much cleaner formula:

function apply (f : arrow (int,int)) (z : int) = eval(app(f, reflect(z)))
apply : term arrow (arrow (int, int), arrow (int, int))

function id (z :int) = =

id : term arrow (int,int)

predicate p (f : arrow (int,int)) = apply(f) = id(f)

p : term arrow (arrow (int,int),tprop)

goal : VY(f :arrow (int,int)).p f

A useful heuristics to obtain a more natural formula is then to inline predicates that
originated from quantifications:

function apply (f : arrow (int,int)) (z : int) = eval(app(f, reflect(x)))
apply : term arrow (arrow (int,int), arrow (int, int))

function id (z :int) = =z

id : term arrow (int, int)

goal : Y(f :arrow (int,int)).apply(f) = id(f)

We finally can add the axioms that link reified symbols to the original ones, to obtain
the final result:

function apply (f : arrow (int,int)) (z : int) = eval(app(f, reflect(x)))
apply : term arrow (arrow (int, int), arrow (int, int))
axiom apply__equiv :

Y (f : arrow (int,int)) (z : intml).

eval(app(app(ap[)ml, reflect(f)), reflect(z))) = apply(f,z)

function id (z :int) = z
id : term arrow (int,int)
axiom id__equiv : V (id : int). eval(app(id, reflect(z))) = id(z)
goal : Y(f :arrow (int,int)).apply(f) = id(f)

Note that this goal is only provable using functional extensionality, but this was already
the case in the HOL theory.

5.3.10. Justifying the Encoding

Proving the different transformations correct is not very difficult. An interesting chal-
lenge, however is to generate a machine-checkable proof that the obtained list of FOL
declarations is indeed equivalent to the initial formula in HOL. Our translation mecha-
nism is designed to easily obtain machine-checkable proofs. We want to show this using
the proof assistant Coq. We do so by embedding the input logic HOL and the output
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logic FOL in Coq. To avoid introducing yet another syntax, we use the syntax of HOL
to describe Coq terms.

We have seen that HOL is a subset of Coq, so we can directly type HOL terms in
Coq. For FOL, this is less obvious, but still easily definable. We simply define the
following embedding;:

(function K1+ kp, K) = K1 =+ = Kp = K
(predicate k1 -« - kp) = K1 —> ==+ — Ky, — prop
(x (t1,...,tp))=xt1 - tn
(p1opa) = o p1 p2
Vo : ) = Ve : (<)p)
(function f (z: k) : 7 =t)=let f (z:k):7 = (t)
(predicate f (z: k) =t) =let f (z: k) : prop = (t)

This definition is really straightforward; it simply encodes the n-ary function and pred-
icate types by n type arrows and n-ary first-order application by n unary higher-order
applications. Type constants, even polymorphic ones, are directly embeddable in Cogq.

There are a number of symbols in FOL for which we need to give a definition in Coq.
These are the type constants term, tprop, arrow and the function constants app, eval,
reflect and evalp, but also the function symbols f introduced by the encoding itself. We
could postulate their existence, with corresponding Coq types, and in this way obtain
well-typed terms in Coq. But to obtain a machine-checkable proof of the correctness of
the encoding, we give a definition of these functions. The aim is that an evaluation of
the term obtained by the encoding returns a term that is identical to the initial term in
Coq. As, in Coq, a proof of equality can in particular be carried out by evaluation, the
correctness proof becomes trivial. When we speak of evaluation, we mean in particular
the 8 and ¢ rules in the calculus of Coq.

We now give definitions in Coq for the missing constants; we use the syntax of HOL
that we have already introduced.

type term « = «

type tprop = prop
typearrow a f = a—f
let app f = = fux
let eval x = =z

let reflect x = =

let evalp x = =

Finally, for every function symbol f that has been introduced by the encoding, we add
the definition

let f=f.

First of all, let us convince us that the given implementation is indeed correct. For
this, we need to check the axioms of the form

A

Vay:71.... Vo, : m.eval(app(. .. (app(f,z1),...),xn)) = f(x1, ..., 2)
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for functions, and the equivalent axioms using evalp for predicates. Actually, we need
to check their equivalent in Coq:

Va1 :71....Va, : Theeval (app (... (app fz1).. . )an)) = f 21... 2

where we have simply changed the n-ary applications into unary ones. Looking at the
definitions of app and eval, and the definition of f , the axiom is entirely trivial. Not
only it is trivial for a human, but the equality can be proved simply by unfolding the
definitions on the left hand side of eval, app and f . In Coq, this is called proof by reflec-
tion and is built-in in the core calculus. It also becomes clear that the “optimizations”
in Section 5.3.8 are simply unfoldings of evalp, eval, app and f

The encoding in Section 5.3.7 concerning types and terms is basically the inverse of
the definitions we have given to the FOL constants; the correctness can thus be proved
once again by unfolding. The same is true for function definitions. If the initial term
in HOL was

let f (z:7):7 =t

then its encoding in FOL, again rendered in HOL, gives

let f(x: [t]): [7'] = eval [t]

We have already established the equality by evaluation of the encodings of types and
terms, and eval evaluates to the identity function.

The only missing steps now are the elimination of anonymous functions using A-
lifting and the elimination of quantifiers. Both are simple to justify, and in both cases
the justification is again definition unfolding. A-lifting simply introduces additional
definitions in the context; it can be justified by unfolding them. In our translation,
quantifiers are replaced by application of the constant forall. If we define this constant
in this way:

let forall f =Va.f x

this quantifier elimination is again justified by unfolding of a definition. Defining a
constant in this way is entirely legitimate in Coq.

In summary, we have seen that with the given definitions for the symbols that are
introduced by the encoding, we can justify the equation

f=11]

in Coq, simply by evaluating the encoded term, and this for any given input theory f.
Note, however, that this is not a machine-checkable proof of the encoding itself. It only
represents a machine-checkable proof for each instance or execution of the encoding on
a particular input.

The deep reason for this limitation is that here we only consider a shallow embedding
of HOL and FOL formulas, i.e., we directly use Coq syntax to represent terms of these
languages. A much heavier, but more powerful possibility would consist in representing
the formulas of HOL and FOL by objects of a Coq data type, for example an algebraic
data type, or inductive type in Coq. One could then implement the encoding we just
have presented in Coq and prove that it always preserves the validity of the input for-
mula. We do not follow this approach. Instead we propose to use a shallow embedding
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to generate a proof for each execution of the encoding that shows that input and result
are equivalent.

This result could be used to obtain more confidence in the answers of automated
theorem provers, that in most cases are limited to “yes” or “no”. If there were a first-
order prover for first-order logic that answered with a machine-checkable proof, then
this approach could lift the proof of the first-order theorem to the original problem
in higher-order logic. Currently, very few first-order provers output proof traces. A
notable exception is Zenon (Bonichon et al., 2007), that is able to output Coq proofs.
Another work in this direction is the work by Paulson and Susanto (2007). They call
powerful resolution-based provers to obtain a list of used lemmas in the proof. This list
does not represent a machine-checkable proof because of the lack of details. However,
they use this list to call a home-made, slower prover called Metis, initially developed
by Hurd (2003). Metis has been programmed with proof traces in mind; it lacks many
optimizations of state-of-the-art theorem provers, but it is capable of generating a
checkable proof trace in Isabelle/HOL syntax. Because Metis knows the list of used
lemmas, it can ignore all other lemmas and does in effect solve a much smaller problem.
Therefore, despite the fact that Metis is slower than other automated provers, it can
construct a proof in reasonable time.

A long term objective of Pangoline is to use Zenon or an approach similar to the
one followed by Paulson and Susanto (2007) to obtain proof traces for higher-order
theorems.

Formulas that are already first-order formulas. It is easy to see that our encoding
leaves (almost) unchanged functions and formulas that are already in first-order form.
To realize this, we first need to define what it means to be first-order for a term in the
higher-order logic HOL. But this is easy; we simply declare a term to be first-order if it
is the image of a first-order term under the embedding defined in the previous section.
It is easy to see that in all cases, the encoding will be undone by the simplification
phase: all function and predicate symbols are fully applied in FOL, quantified formulas
are re-obtained by application of the rewrite rules and inlining the corresponding pred-
icate symbols. Still, we cannot say that the embedding (-) to HOL, together with the
encoding [-] to FOL, is the identity function on FOL theories, because of the hatted
function symbols and the corresponding axioms. They can still lead to more work for
an automated prover.

The presented encoding is implemented in the tool Pangoline. The implementation
is very close to the described process, and as presented, it consists of a sequence of
relatively small encoding and rewriting steps.

5.4. Case Studies

In this section, we show a few examples, with increasing difficulty, of proofs that can be
carried out in our calculus. The examples are first given in ML-like syntax, i.e., without
annotations of any kind, such as pre- and postconditions, regions or effects, to ease the
understanding of the code. Then, a fully annotated version is presented and explained.

149



5. Implementation and Case Studies

All programs have actually been proved correct using our tool Who and several au-
tomatic provers, as well as the interactive proof assistant Coq, when necessary.

5.4.1. Introductory Examples

We first start with a few simple examples that do not need any additional type and
function constants.

The function apply. One of the simplest higher-order functions is the identity function
on functions:

let apply fz = fx

It simply takes the function f and its argument z and applies f to z.

In Who, we have to account for several difficulties: apply has to be effect polymorphic
to allow its application to functions of any effect, and it has to use the specification of
f to be as generic as possible. Here is the code in Who:

let apply [afe] (f : a —=° B) (z : a) =
{pre f x cur}
fx
{r : post f z old cur r}

As required, apply not only generalizes over the argument and return types of f, but
also over the effect . Its overall type is:

apply : Vafe.(a = B) o

For such a simple function, the pre- and postcondition are trivial: we simply require
the precondition of f to hold in the initial state, and we guarantee the postcondition
of f to be true for the two relevant states and the returned value. This very simple
example is proved by automated provers.

The for loop. The for-loop is a very useful tool, especially in connection with arrays,
present in almost any practical programming language. However, the core syntax of
W does not contain such a construct. But it is easy to define something very similar
to a for-loop: a higher-order function taking the limits of the loop and a function to
be executed between these limits. Here is the implementation (without annotations) of
this idea:

let forfun s e f =
let rec auz i =
if ¢ < e then begin f i; auz (i + 1) end
else ()
in
auzr §
The function forfun takes two integers s and e (for “start” and “end”) and executes the
function call f i for each integer ¢ between s and e, in increasing order. We use a local
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let forfun [¢] (inv : <e > — int — prop)
(s :int) (e : int) (f : int —° unit) =
{invecurs N Vis< i< e — {invcuri} fi{imvcur (i+1)}}
let rec auz (i : int) =
{s < i A invcuri}
if 7 < e then begin f i; auz (i +1) end
{(i < e+1 — dnvcur(e+1)) A (i > e — invcuri)}
in
auz s
{ inv cur (maz s (e +1))}

Figure 5.10: The implementation of forfun in Who.

recursive function auz to obtain the looping behavior. Note that the function forfun
can be used to simplify the syntactic sugar introduced in Section 2.1.

Contrary to the example of apply, it is not sufficient to require the precondition of
f to be true initially. Indeed, f may be called many times, in different states, with
different integer arguments. Actually, it is quite clear that, as we are implementing a
loop, f must maintain some kind of invariant. The exact invariant to be maintained
depends of course on the body of the for-loop, i.e., the function f. We solve this problem
here by taking an additional, logical argument inv, a predicate that precisely states the
invariant maintained by f. It has to be given when calling forfun, just as an invariant
has to be given for for-loops in Hoare logic. The invariant is of type < € >— int — prop;
it depends on the current state and current count of the loop. The annotated version
of forfun is presented in Fig. 5.10. Once we have that additional argument representing
the invariant, everything becomes quite simple. The precondition simply states that
the invariant must be initially true and that f must maintain the invariant: if it is
true for ¢ before calling f, it is true for ¢ 4+ 1 after the call. In the postcondition, we
guarantee that the invariant is true for either s or e 4+ 1, whichever is larger.

Let us now explain the body of forfun in more detail, in particular the local function
aux. This function achieves the looping behavior: as long as i < e, the recursive call
will be executed. However, aux is designed to work also when this condition is initially
false; in particular, it is not mentioned in the precondition of auz. The code does not
have to do anything in particular to make it work. However, the postcondition of auz
needs to consider both cases.

Finally, let us explain how one can obtain a correctly specified program starting from
a for-loop:

for i = sto edo { inv } body done

In Section 2.1.1, we explained how to desugar a for-loop without annotations into a W
program without annotations. Here, we follow a similar approach, with two modifica-
tions. First, we use the forfun function, and second, we need to insert specifications
into the desugared code. To simplify, let us assume that s and e are variables.

let fi = {p}body{q}in
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forfun inv s e f

We now only need to define p and ¢. The body is only executed when the counter i is
indeed between the bounds s and e; additionally, the invariant must be true:

p=s< 1< e A itnvcurig
The postcondition establishes the invariant for the next value of 1.
q = invcur (i+1)

All proof obligations are proved by automated provers.

Landin’s knot. The technique called Landin’s knot or backpatching is a technique to
obtain recursion without using a recursion mechanism built-in in the language. We
have already presented it in Section 2.1. The idea is, when defining a function f which
needs to be recursive, to replace each recursive call by a call to a function stored in
some reference, say x. Initially, x contains some dummy value, for example the identity
function. Once the function f has been defined, one replaces this dummy value in = by
f, and the recursion has been achieved. In Chapter 2, we gave the following code for
the factorial function implemented using this technique:

letregion o
let circfact =
let id n = nin
let z = ref [o] id in
let fn =ifn = O0thenlelsen x (lz) (n—1)in
T = f;

lz

It is possible to generalize this technique and to implement a generic fixed point com-
binator. Its unannotated code (omitting also region information) might look like this:

let backpatch (f : ref (¢ —» o) — (o — «a)) =

let id x = =z in
let z = ref id in
x = fux

lx

This “generic” backpatching function takes a higher-order function f as an argument.
This function f expects a reference to a function in argument; its return value is another
function of the same type, which is then affected to z. The argument of f needs to
be a reference so that the effect of reading x can be delayed until after the assignment
r:=f x.

A problem of our function is that it is not entirely generic; we had to fix the type of
the obtained function to o — a because we need to have a dummy value of the right
type. We could also have asked the caller of backpatch to provide such a value.

Fully annotated, we obtain the code in Fig. 5.11. First of all, the interesting bits
happen in a region g, which has to be created outside of backpatch. A difference with
the ML version is that we need a predicate p in argument; it takes a function and a
state in argument. The precondition of backpatch is the most interesting part: it states
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let backpatch [ao] (p : [aa =2 a] — (r) — prop)
(f : ref, (a =2a) =P a =2 a) =
{Ve.{}fz{g :V(s: (r)Nes=9g — pgs}t}
let id (z :ar) = {} =z {}in

let z = ref [r] id in
x = fux

lz

{r : prcur}

Figure 5.11: The implementation in Who of backpatch.

that f must return a function g that, when z is equal to g, verifies p. This is the crucial
property; it allows us to establish the postcondition, stating that the return value r also
verifies p. This single non-trivial proof obligation of this third-order function is proved
automatically.

We have already emphasized the fact that the first argument of f is a reference to a
function. We could also replace the line

x = fux

by the following line, where the partial application f x has been eta-expanded and x is
dereferenced instead to be passed to f directly.

z:= (funz = { ...} flez{ ... });

It would be an interesting challenge to find the specification for this anonymous function.
For the function be well-typed, we must change the type of f to

0

(a =% a) =" a—=2a.

5.4.2. Memoization Functions

Let us now turn to the problem of memoization. The idea is to avoid repeated calls
of a (pure) function f applied to the same argument, say z. When first calling f with
argument x, the return value of f is stored in a table and looked up the next time we
call f with the same argument. The hope is that, if executing f is expensive, then these
table lookups are more efficient than a second call to f.

Implementing memoization requires some form of table that stores key-value pairs.
We do not detail the implementation of such a table here; instead, we simply give
an interface for a pure map from keys to values, accompanied by defining axioms, in
Fig. 5.12. The type map represents pure maps from keys « to values 5. We have the
empty map, a function to test presence of a key, a function to get the value associated
to a key and finally a function to store a key with a given value. If the key was already
present, its value becomes overwritten with the new value. The access function returns
an option type, so it returns None when there is no value for a given key in the map.

We first define a predicate stores f m, which states that the map m stores key-value
pairs that correspond indeed to argument-result pairs of the function f.
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type map («, )
empty : YaB. map («, f3)
get : YaB. a — map (o, B) — [ option
set : YaB.a = B — map (a,8) — map (a,f)
axiom get__set_eq :
YapN(k: «) (v : B) (map : map (o, B)).
get k (set k v map) = Some v
axiom get__set__meq :
YafB. Nk ky v (map : map («, ).
ky <> ko — get ky (set ky v map) = get ky map

Figure 5.12: The theory of maps in Who.

let memo [afBo] (table : ref, map(a,B)) (f : @ — B) (z @ a) =
{stores f ltable}
match get x !table with
| Some r — r

| None —
let z = fxin
table := set x z table;
z

{r : r = faz N stores f lltable}

Figure 5.13: The implementation in Who of memo.

let stores [af] (f : o — B) (m : map(a,B)) =
Vi(z @ ).
match get x m with
| None — True
| Somev — v = fux

Now we can give the code directly with its specification, in Fig. 5.13. The only pre-
condition of memo assures that the table is valid w.r.t. f. This function first checks if
the argument z is a key in the memo table; if it is, the corresponding value is returned.
If it is not, f is called, the result z is stored in the table (better: the updated table
is stored in the reference table), and finally z is returned. The postcondition clearly
states that the result is the same as if one had called f directly, and additionally, that
the invariant on the table is still valid. This last point is necessary if one wants to call
memo several times. The proof obligations of memo are proved automatically.

Memoization across recursive calls. Sometimes one wants to define a recursive func-
tion with memoization for recursive calls. The classic example is the function F'ib(n),
computing the nth element of the well-known Fibonacci sequence. Implemented naively,
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let ymemo table ff =
letrec fz =
match get z !table with
| Some r — r

| None —
let z = ff fxin
table := set x z !table;
z
in
f

Figure 5.14: An implementation of ymemo in ML.

the complexity of the recursive function is exponential. But if the recursive calls are
memoized, the process becomes linear. We show the implementation and the speci-
fication of a memoizing fixed point combinator which we call ymemo. The ML im-
plementation is shown in Fig. 5.14. Similarly to backpatch, the function ymemo is a
third-order function, expecting a functional (ff in this case) as argument. Indeed, both
are fixed-point combinators. Inside ymemo, we define a recursive function f, which is
somewhat similar to memo shown before. The main difference is the call to ff when
the key z is not yet in the table; the function f passes itself to ff to allow recursion.

We start by defining a predicate realizes table fo f which is true when the effectful
function f has the same results as the pure function fjy, as long as the table stores f
(see the memo example).

let realizes [afo] (table : ref, map(a,B)) (fp : @« = B) (f : o =2 B) =
V(z : «a). { stores fo Wtable} fx{r : r = fox A stores fy !ltable}

We can now give the fully annotated code of ymemo, in Fig. 5.15. It has an ad-
ditional logical argument representing the computed mathematical function. Let us
look first at the specification of the local function f. It is obvious that the predicate
realizes table fy f is true if the specification is correct. In the precondition of ymemo,
we precisely require that if k realizes fy, then ff k also realizes f;. We now want to
check that the specification of f is indeed correct. The critical point is the call to
ff, but by the discussion above we know that f validates the precondition of ff. We
therefore can conclude that the value z computed by the call ff f = is the value that
corresponds to the key x, and therefore the specification of f is correct. Note that we
have assumed the correctness of f for recursive appearances while proving its body. A
few proof obligations of ymemo are proved automatically, the more difficult ones have
to be proved manually in Coq, but the proofs are short.

Hiding effects is not possible in Who. An aspect is common to the functions backpatch,
memo, ymemo: an effect on a single reference is used locally to produce a certain result,
but from the outside, the functions behave as if they were pure. The backpatch func-
tion, for example, is simply an alternative implementation of the classical fixed-point
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let ymemo [afBo] (fo : o — B) (table : ref, map(a, 5))
(a2 8) 20 o > §) =
{V(k : a =2 B).{ realizes table fo k} ff k{ r : realizes table fo r } }
let rec f (z : int) =
{ stores fy table }
match get x !table with
| Some r — r

| None —
let z = ff fxin
table := set x z (ltable);
z

{r : r = fox N stores fo !!table} in

S
{ rf : realizes table fy rf }

Figure 5.15: The implementation in Who of ymemo.

combinator, which has the same type is backpatch, but no effects. Is it possible to give
backpatch a type that does not mention any effect? The answer is no, at least in Who.
First of all, there is no technical device to do that in W. The only way to hide effects in
W is letregion, but it only permits to hide a region from an effect when the region does
not appear in the type of the expression. Also, because of the Barendregt convention,
it can never hide a region that appears in the typing environment — after all, letregion
is a binding construct, so the region ¢ bound there is always different from free regions.
As in any of the cited functions, the region already appears in the argument types, it
is impossible to hide it in W. This is a drawback of our system compared to recent
work (Schwinghammer et al., 2010).

5.4.3. The Array Module

Arrays, i.e., contiguous blocks of memory, are central to imperative programming,
because they provide constant time random access. W does not provide arrays directly,
but it is easy to model them following same strategy that has been applied to the maps
in the previous section. It is also the same idea that is used to model arrays in the Why
system.

The theory of arrays. In our programs dealing with arrays, instead of using actual
arrays, which the language does not provide, we use references to pure arrays. A pure
array cannot be modified; the set operation simply returns a new array, leaving the
old unchanged. The theory of arrays is summarized in Fig. 5.16. If we compare this
signature with the one for maps given earlier, the main difference is that get now does
not return an object of option type, to be closer to the type of the access function of
arrays in ML. The other important difference is that pure arrays are only valid if the
index is between 0 and the length of the array. All the axioms are therefore protected
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type array o
empty : Voa. array o
create : Ya.int — a — array «
get : Va.int — array a — «
set  : Va.int = a — array o — array «
length : Va. array o — int
axiom getseteq :
Va V(i : int) (v : a) (a : array ).
0< i< length a— geti(setiva) = v
axiom getsetneq :
Va¥(ij : int) (v : a) (a : array «).
0< i< lengtha AN 0< j< lengtha N i# j
— geti (setjva) = getia
axiom length__set :
Va.¥ (i : int) (v : «) (a : array «).
length (set i v a) = length a
axiom length__empty : Va.length (empty) = 0
axiom get_ create :
VaV(n :int) (v : a). 0 < i < n — get (create n v) = v

Figure 5.16: The theory of arrays in Who.

by hypotheses over the indices in question. Finally, the function create allows to create
an array of a given length, filled with a value v.

The term create n v stands for an array of length n, filled with a value v (for any
integer i, get i (create n v) = v), while the term empty stands for the empty array, of
length 0.

Mutable arrays are now modeled by references to such pure arrays. Additionally, we
introduce program functions using get and set, that artificially introduce restrictions on
the indices to be used (Fig. 5.17). We see that modifying the array in place is modeled
by an assignment of the new array value to the reference. The preconditions are artificial
in the sense that the correctness of these functions could be proved without them; but
then our modelization would not reflect usual mutable arrays precisely. Finally, we can
introduce syntactic sugar: we write a.(i) instead of _get i a and a.(i) + v instead of

set 1 v a.

Iteration over arrays. Apart from accessing and modifying elements, other common
operations include appending (concatenating copies of two arrays to form a new, larger
array), filling (part of) the array with a certain value, extracting a sub array, copying
(part of) one array into another, sorting, and so on. These are all first-order operations
and have been dealt with in many systems, many times. The new possibilities provided
by W deal with higher-order functions. One such case is the higher-order iteration
function, commonly called iter:
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let _get [ap] (7 : int) (a : ref, (array o)) =
{0 < i < length a}
get ila
{r:r = getilla}
let set [awo] (¢ : int) (v @ ) (a : ref, (array o)) =
{0 < i < length a}
a = setivla
{Na = setiv (Naold)}

Figure 5.17: Wrappers for get and set.

let iter [aoe] (inv : (pe) — int — prop) (a : ref, (array o)) (f : o —% unit) =
{invcur0 A
V(i:int). 0 < ¢ < length la —
{invcuri} f (get i'la) { invcur (i+1) A length!la = length 'alold}
}
for i = 0 to length la — 1 do
{inv curi}
f o)
done
{inv cur (length !'a) }

Figure 5.18: The implementation in Who of iter.

let iter f a =
for i = 0 to length a — 1 do
[ a(i)

done

In this particular case, the function is simply a for-loop; still, using iter instead of
directly writing the loop helps avoid programming errors on the two indices. Another
reason for the existence of this function is the uniformity of interfaces in a language;
iteration functions should exist for all data structures, and in most cases they are not
as simple as the one presented here.

Let us now go on to specify this function. Fig. 5.18 gives the annotated code. From
a typing point of view, we again use effect polymorphism to characterize the effect of
f. For simplicity, we say that f also potentially modifies the region of array a. From
a specification point of view, the main idea is again an additional logical argument
representing the invariant inv maintained by the iteration. It takes the current state
as well as the integer index up to which we have iterated as arguments. Conveniently,
we can simply put the predicate inv cur ¢ as the for-loop invariant. The postcondition
is also very simple: it states that we obtain the invariant for the end of the array. The
precondition is slightly more complicated because of the presence of the Hoare triple: it

158



5.4. Case Studies

let map f o =

let | = length a in

if [ = 0 then ref empty

else
let & = f a.(0) in
let = ref (create | (f a.(0))) in
fori = 1tol—1do

r.(i) < f a.(7)

done ;
r

Figure 5.19: The map function for Arrays in ML.

states that f, applied to the ith element of the array, takes the invariant from one state
and index ¢ to another state and index i 4+ 1. Finally, we have to require the invariant
for the index 0.

The reader has certainly noticed that we also require the function f in argument to
preserve the length of the input array a. This is a consequence of our modelization of
arrays; we cannot assume that set is the only function that is used to modify an array
that is stored in a reference. For example, a user might simply write

a = empty

to change the length of an array reference. The additional requirement in the post-
condition of f avoids such pathological cases. All proof obligations of iter are proved
automatically.

Mapping over arrays. Another usage of higher-order functions in combination with
arrays in ML-like languages is mapping. Entirely analogous to the map function for
lists, this map function accepts an array a and a function f and returns another array
of identical length whose ith element is the result of the call f a.(i). The function f
is called with cells in increasing order. The ML code is shown in Fig. 5.19. We first
remark that in the special case where the length of the array is 0, we simply return the
empty array. In the other case, we call f on the first cell of the input array, create a
new array 7 of the full length, filled with this value. We then iterate, starting from 1
and not from 0, till the end of the input array, and fill  with the right values. Finally,
we return the array r.

The difficulty of specifying map for arrays is the fact that during the entire function
call, except at the very end of the execution, the result array r contains invalid entries,
originating from the call to create, that have not been overwritten yet by the for-loop.
We call r.(i) when it not the result of a call of the form f a.(¢). Initially, this is only
true for ¢ = 0, and, as stated, it is only true for all values in » when the for-loop has
terminated.

It would therefore be wrong to blindly apply the previous trick, which consists in
stating that f maintains some invariant ‘nv. Let us try for a moment to see the

159



5. Implementation and Case Studies

let map [aBo102¢] (inv : (01 €) — array B — int — prop)
(f + a =2 B) (a : ref, (array a)) =
{ inv cur|yc empty 0 A
V(k : B array) (i:int).0 < i< length'la —
{inv cur (sub ki) i} f (get ila) { r: invcur (sub (setirk)(i+1)) (i+1)}
}

let [ = length la in
if I = 0 then ref,, empty

else
let K = f a.(0) in
let 1 = ref,, (create I k) in

fori = 1tol—1do
{ inv cur|, e (sub!lr4) i}
r.(i) « f a.(7)

done ;

”
{r : inv cur|y,c "r (length 'a) }

Figure 5.20: The implementation in Who of map.

problem. The result of map is an array, so at the very least, inv takes an array and
an integer (the index up to which the array is valid) as arguments. However, nothing
prevents the invariant to depend on invalid parts. We need some way to provide the
invariant with only the valid part of the array, which has already been filled with return
values of f.

A straightforward solution is the introduction of a logical function sub, of type

Ya.array o — int — array «,

such that sub a n returns an array of length n such that for all indices smaller than n,
the access to the sub-array returns the same result as an access to a. If we pass such a
shortened array to the invariant, it cannot access any invalid parts. Fig. 5.20 shows the
(relatively complex) specification. First, the precondition requires the invariant to be
true for the empty array; this is required when the input array is already empty: the
postcondition and the first part of the precondition are identical in this case. The second
part of the precondition expresses that the call f (get i la) maintains the invariant. As
stated above, we cannot simply pass the array k to the invariant, because k may contain
garbage. Instead, we pass the smaller array sub k ¢; now, this array only contains
relevant fields.

Notice that we have assumed extensionality for pure arrays: pure arrays that contain
the same elements are equal. For example, to prove the above function, we must have
the equality

sub a 0 = empty

for any array a. All proof obligations of the map function are proved automatically.
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let rec mapinv f 1 =
match [ with
| Nil — Nil
| Cons (z,7l) —
let 1 = mapinv f rlin
let hd = f xin
Cons hd tl

Figure 5.21: The function mapinv in ML.

5.4.4. The List Module

The other container data type that exists in all ML-like languages is the list. We have
already seen the definition in ML of this data type in Chapter 1, let us repeat it here:

type list « =
| Nil
| Cons of o * list «

So, a list in ML is either empty, or a head element “consed” (attached) to a list tail.

Many operations on lists are naturally expressed higher-order functions, because of
the high genericity of the type definition. This includes iteration (similar to iteration
on arrays) and filtering, i.e., building a new list that contains only the elements of a
given list that verify a certain predicate, among others.

A very common operation on lists is the map function. This function takes a function
f and a list [ as argument and calls f on each element of the list. It returns a list r
that contains all the return values of the calls to f, in the same order as the elements
in [. In other words, if [ contains the elements x1, ..., x,, map builds a new list of same
length, with the elements f x1,..., f x,. Let us consider an implementation this idea in
a function that we call mapinv (Fig. 5.21) for reasons that will become clear soon. The
code is quite simple: mapinv simply traverses the list and calls f on each node, building
the output list using the results of f. The important detail of this implementation is
that the recursive call happens before the call to f. In practice, this means that f is
called on the last element of the input list first.

Let us specify mapinv. It is quite simple to specify because the construction of the
output list and the calls to f are synchronized. Fig. 5.22 shows the specification. We
again generalize over the invariant to be maintained; it is a predicate over a state and
two lists. In the case of a non-empty list, it is easy to see that if the recursive call
establishes inv s rl tl, where s is the state after the recursive call, then the precondition
on f guarantees the postcondition.

A problem of mapinv is that f is called on the last element of the input list first.
It would be easier to understand map f [ as the list f x1, f x2, -, f x,, where the
function f is called in that order. The actual implementation of map in the standard
library achieves this by forcing the recursive call to happen after the call to f. The
implementation of map in ML is given in Fig. 5.24.
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let rec mapinv [afe] (inv : () — a list — [ list — prop)
(f : aa =% B)( : alst) =
{ (V s. inv s Nil Nil) A
Vall. {imvcurll }fz{r : invcur(Conszl) (Consrlk)}}
match [ with
| Nil — Nil
| Cons (z,71l) —
let t{ = mapinv inv f rlin
let hd = f zin
Cons hd tl
{r : invcurlr}

Figure 5.22: The implementation in Who of mapinv.

let rec map [afe] (ia : (¢) — « list — prop)
(ib = (&) — () — B list — prop)
(f : a = B)( : alist) =
{iacurl AN (Vs&.ibss Nil)A
(Vsy sos3zrl. ibsossl N postfaxs sor — ibsy s3(Consrl)) A
Vo l. { ia cur (Consz )} f oz {r: iacurl}
}
match [ with
I Nil = Nil
| Cons (z,7]) —
let hd = f zin
Cons hd (map ia ib f rl)
{r : da cur Nil A 4bold cur r}

Figure 5.23: The implementation in Who of map for lists.
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let rec map f I =

match [ with
| Nil — Nil
| Cons (z,7l) —
let hd = f zin

Cons hd (map f rl)

Figure 5.24: The implementation of map in ML.

The specification of map is more complicated, because now the effect of f and the
effect of the recursive call are mixed. We give its specification in Fig. 5.23. The main
difficulty is that now three states are involved in the case of a non-empty list. The initial
state, the state after calling f and the state after the recursive call. We decide here to
split the invariant into two parts. The part of the invariant maintained by f is called 7a.
This becomes clear in the precondition, where we state that f maintains 7a. The same
condition also makes it clear that the list argument of ia is intended to be the input
list, because it becomes smaller after the call to f. The second part of the invariant is
represented by ¢b and corresponds to the recursive call. The ib predicate is intended to
relate the initial state s; and the final state s3 of the call to map. However that the
recursive call only establishes this predicate for the intermediate state so and s3. The
precondition now establishes the necessary link, if s; and sy are pre- and poststate of a
call to f, respectively.

The only difference between the functions mapinv and map is the order in which the
effects happen. If the function f does not have any side effects, the functions are of
course equivalent. All proof obligations are discharged automatically.

5.4.5. Koda and Ruskey’s Algorithm

The development presented in this section has been published (Kanig and Filliatre,
2009).

The algorithm considered in this section is due to Koda and Ruskey (1993) — Knuth
(2001) has given a very efficient implementation. From a mathematical point of view,
the algorithm enumerates the ideals of certain finite partially ordered sets — namely,
those whose Hasse diagram is a forest—as a Gray code. Expressed in different terms,
the task is to enumerate all colorings of a given, arbitrary forest. A coloring con-
sists in marking every node as either black or white, with the only constraint that all
descendants of a white node be white as well. For instance, the following forest:

Q
do (5.2)

o—0

admits exactly 15 distinct colorings, all of which are given in Fig. 5.25. By definition,
a sequence of colorings forms a Gray code if and only if every coloring of the forest
appears exactly once in it and two consecutive colorings differ by the color of exactly
one node.
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Figure 5.25: Koda and Ruskey’s algorithm applied to the forest (5.2).

Let us illustrate the algorithm’s functioning on the forest (5.2). The main idea is to
interleave the sequences of colorings which correspond to each of the trees that form
the forest. Here, one must interlace the sequence of the three colorings of the left-hand
tree, namely:

S b e (5.3)
with the sequence of the five colorings of the right-hand tree, given below:

QO e e e @
AR A AR
00 00 Ce ee @0 (5.4)

Thus, the first line of Fig. 5.25 exhibits the first coloring of the left-hand tree, combined
successively with all colorings of the right-hand tree. The second line shows the second
coloring of the left-hand tree, again combined with all colorings of the right-hand tree,
but this time in reverse order — indeed, it is clear that the mirror image of a Gray code
remains a Gray code. Finally, the third line exhibits the third coloring of the left-hand
tree and all colorings of the right-hand tree, this time again in their initial order.
There remains to explain how to enumerate all colorings of a tree. Let the first
coloring be uniformly white. Then, to obtain the remainder of the sequence, color
the root node black and enumerate all colorings of the forest formed by its children.
The sequence thus obtained is indeed a Gray code, because (i) the first and second
colorings differ only by the color of the root node and (ii) from then on, the root node
remains unaffected, and the sequence of the colorings of the children forms a Gray code
by construction. This process is illustrated by (5.3) and (5.4) above. Note that the
coloring where every node is black does not necessarily appear last in a sequence.

Functional implementation. We consider an OCaml implementation of Koda and
Ruskey’s algorithm which makes use of higher-order functions (Fillidtre and Pottier,
2003). First, we introduce the types for trees, forests and colors as follows:

type tree = Node of int * forest
and forest = tree list
type color = White | Black

A tree is thus a term Node(i, f) where i is the index of its root and f the forest of its
sub-trees. A forest is simply a list of trees. The current coloring of the considered
forest will be materialized in a global array bits, which is assumed to be large enough
to contain all indices of the forest.
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let rec enumforest k f =

match f with

1] =
kO

| Node (i, f') = f —
let k () = enumforest k f in
if bits.(i) = White then begin & (); bits.(i) <« Black; enumforest k f’
end else begin enumforest k f'; bits.(i) < White; & ()
end

Figure 5.26: An OCaml implementation of Koda and Ruskey’s algorithm.

A nice way to implement Koda and Ruskey’s algorithm is to use a continuation-based
approach, using a recursive function enumforest with the following type:

enumforest : (unit — unit) — forest — unit

It takes a continuation k£ and a forest f as arguments. Then it enumerates all colorings
of f, applying continuation k£ once for each different coloring of f.

The code for enumforest is given in Fig. 5.26 and proceeds as follows. If the forest
is empty, we simply call the continuation k. Otherwise, the forest contains at least one
tree, say Node(7, f'), next to a sub-forest f. We first build a new continuation k which
enumerates the colorings of f, using the old continuation k. Then we consider the tree
itself. The function must be able to enumerate the colorings in both directions (as
explained in the next section). To determine which, we look up the color of the tree’s
root, that is bits.(i). If it is currently white, then the whole tree must be white. We
have a complete coloring, so we signal the continuation k; then, we color the root black
and enumerate its children’s colorings using enumforest. If, on the other hand, the root
is currently black, we do the converse. That is, we first use enumforest to enumerate
the children’s colorings in reverse order, which leaves all of the children entirely white;
then, we color the root white, and signal the continuation k.

Formal specification. We are now going to give a formal specification to this functional
implementation. In particular, we should characterize what is the effect of continuation
k. Obviously, it modifies the contents of array bits, since it is precisely used to do so
in recursive calls. But £ may have other effects, if for instance the initial continuation
is used to print the current coloring or to record it in some array?. Therefore, we use
effect polymorphism to indicate that k£ may have some effect €, disjoint from bits:

enumforest :
Ve. (unit —% € unit) — forest —b%# ¢ unit

To specify the behavior of enumforest, we must also exhibit the forest whose colorings

2For the purpose of drawing pictures such as the one in Fig. 5.25, enumforest can be used with a
continuation k producing pictures.
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let rec enumforest [g] (fo : forest) (k : unit —'% € unit) (f : forest) =

{ validf (append f fo) A anyf bits (append f fo) A
{walidf fo N anyf bits fo } k () {mirrorf bits|old bits fy N eqout bits|old bits fy}
}

match f with
[[] = k0
| Node (i,f") = f —
let £ () =
{ validf (append f fo) A anyf bits (append f fo) }
enumforest fo k f
{ mirrorf bits|old bits (append f fo) A eqout bits|old bits (append f fo) }
in
if iswhite (get 'bits 7) then
(k (); bits := set bits i Black ; enumforest (append f fo) k f')
else
(enumforest (append f fo) k f'; bits := set lbits i White; k ())
{ mirrorf bits|old bits (append f fo) N eqout bits|old bits (append f fo) }

Figure 5.27: Who implementation of Koda and Ruskey’s algorithm.

are enumerated by the continuation, as an additional argument, say fo. Thus the Who
implementation of Koda and Ruskey’s algorithm has three parameters, and looks like

let rec enumforest [¢] (fy : forest) (k : unit —P € unit)

(f : forest) = ..

The additional argument fy is logical, since it only participates to the specification and
not to the computation.

We now turn to the specification itself. Here, we focus on the behavior of enumforest
with respect to the current coloring, i.e., we characterize the conditions under which the
function can be called and its effect on the contents of array bits. We do not prove that
the set of all colorings form a Gray code, but this could be deduced without too much
effort. The Who code for function enumforest is given in Fig. 5.27 and its annotations
are detailed in the remaining of this section.

The first requirement is a sanity condition over forests f and fy, which says that
they do not contain duplicate indices. We write ¢ € t (resp. i € f) when 7 is an
index occurring in tree ¢ (resp. in forest f). We also write valid ¢ (resp. valid f)
to characterize a tree t (resp. a forest f) where all indices are different. These two
notions of occurrence and validity are easily defined inductively over trees and forests?.
If append denotes the concatenation of forests, we thus require

valid (append f fo)

3In the formal development, we distinguish validt for trees and validf for forests, since there is no
overloading; in this description, we simply write valid for greater clarity. We proceed similarly for
other predicates defined on trees and forests.
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as a precondition.

The next requirement is a condition over the current coloring, i.e., the state of bits,
for enumforest to execute correctly. Requiring the nodes to be all colored in white is a
too strong condition, since recursive calls are going to be used to “decolor” some trees,
as in the second row of Fig. 5.25. We must thus characterize the final coloring of a tree
or a forest. Obviously, the parity of the number of colorings plays a role. Indeed, in a
forest containing two trees, say t1 and ts in that order, the final coloring of to will be all
white if ¢t; admits an even number of colorings, and will be itself a final coloring of ¢5
otherwise. We introduce the predicates even and odd, over trees and forests, to indicate
an even (resp. odd) number of colorings. They are inductively defined as follows:

even t even f odd f
even (¢ :: f) even (¢ :: f) even (Node(i, f))
oddt odd f even f
odd [ ] odd (t:: f) odd (Node(i, f))

We can now define the notions of initial and final colorings. In the following, s stands for
a possible state of array bits, that is an array of colors. The predicate I s f characterizes
an initial state s for a given forest f, as being all-white:

Isfd:eri,z'ef:>s(i):White

Similarly, the predicate F s ¢ (resp. F s f) characterizes a final state s for a tree ¢ (resp.
a forest f):

Fst even t Isf Fst odd t Fsf
Fs(t:f) Fs(t:f)
s(i) = Black Fsf
Fs|] F s (Node(i, f))

The precondition of enumforest requires each tree of the forest to be either in an initial
or final state, which can be defined as follows:

any s [fi;...;fa] € Vi, Is fiVFs f;

More precisely, the precondition requires that any holds on the concatenated forest
append f fo. We also require that valid and any are sufficient conditions to ensure
the precondition of k. Finally, the new continuation k which is built in enumforest is
given the same requirement.

We now turn to the postcondition of enumforest. Simply speaking, we want to state
that it switches the coloring of the forest from initial to final and conversely. As for
the precondition, it would be a too strong requirement and we need to characterize the
effect of enumforest more subtly. Again, the parity of the number of colorings is playing
a role, since an even number of colorings for the first tree would result in an unchanged
coloring for the remaining of the forest and, conversely, an odd number for the first tree
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would result in a switch for the remaining of the forest. To denote unchanged colorings,
we introduce the following predicate over two different states s; and ss:

same $1 So f v ie f=s1(7) = s2(7)

Then we can define the effect of enumforest between pre-state s; and post-state so, as
the following, inductively defined predicate mirror:

Isit Fsot Fsit Isgt
mirror sy so t mirror sy so t

mirror s; sg | |

mirror s; sot oddt mirror sy so f

mirror sj s2 (t = f)

mirror s; sot event same s1 So f

mirror s so (t = f)

This is the expected postcondition for enumforest, and thus also a requirement over
continuation k.

As such, the specification of enumforest is incomplete, as it does not say anything
about the colors for the indices which are not in f. Since the state of bits is considered
as a whole, these colors could have been changed. But for the correctness proof of
enumforest, it is necessary to know that recursive calls will not modify the color of
node ¢. Thus we need a stronger postcondition, which “frames” the effects on array
bits. For that purpose, we introduce the predicate

eqout s1 s2 f e Vi, i & f = s1(i) = s2(1)

and use it in the postcondition of enumforest and k.

Formal proof. When processed with Who, the code in Fig. 5.27 results in 17 proof
obligations. They have been discharged using the Coq proof assistant, with the use
of several auxiliary lemmas over predicates even, any, mirror, etc., which have been
proved in Coq as well. Proving that the obtained enumeration is indeed a Gray code
would be interesting future work.

5.4.6. A Challenge for the Who Tool

We have succeeded in proving a number of programs where higher-order features and
effects are intricately connected. It is a long-term objective to prove larger programs,
where also other aspects play a role, such as being able to modularly organize a proof.
We believe that our system and tool does have all the necessary properties that permit
modular reasoning, even on a larger scale. The ingredients that render this possible are
effect and region polymorphism, the possibility to express properties about functional
values, and the effect analysis. From a theoretical point of view, the frame rule (The-
orem 4.4) guarantees that one can concentrate on the part of the state that has been
modified by a given expression.
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Still, a larger example than the ones we have presented would be rewarding to prove
correct. A possible candidate is the lazy fixed-point computation proposed by Pottier
(2009). The goal of this program is to compute the least fixed-point of a set of recur-
sive equations between variables. The interesting point of the algorithm is that these
equations are not given syntactically, i.e., by a representation as a data type in ML, but
semantically, i.e., simply by ML expressions. One could also say that Pottier proposes
a shallow embedding instead of the usual deep embedding (see also the discussion on
page 148).

Usually, a system of equations is given in the following syntactic form:

1= E (f)
o = Eg (f)
xn = En(T)

where the x; are variables and the right-hand sides F; are expressions containing these
variables. A fixed-point of such a system is a assignment of all variables such that the
equations hold.

Pottier now takes a semantic approach, i.e., the user can give the equations directly
in ML syntax. He achieves this by defining a valuation to be a function from variables
to values:

type valuation = wvariable — wvalue
A right-hand side rhs is a function from a valuation to a value:
type rhs = waluation — value
And finally, a set of equations is a mapping from a variable to an rhs.
type equations = wariable — rhs
The advantage of this approach is that the user can define an rhs as an ML function

let rhs; (v : wvaluation) =
Ei(vy, ..., v uyn)

where he only has to replace occurrences of the variables y; by calls to the valuation v,
with the variable as argument.
Now, Pottier provides a function

Ifp : equations — wvaluation

that computes the least fixed-point of the list of equations. Unfolding all the type
definitions, we see that [fp is a function of third order. Internally, the function does a
certain number of side effects to minimize the number of computations.

A central aspect of the implementation of Ifp is how it detects that a right-hand
side depends on a certain variable. We do not explain the exact implementation here,
instead we give the intuition. Imagine that we have a function

f rint — int,
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but we do not have its definition, and we want to know if the function f uses its
argument. If it does not, it must be a constant function. The problem, stated as-is,
cannot be solved in ML, but by slightly modifying it we can propose a solution. Let us
change the type of f:

f: (unit — int) — int

where we have modified the type of the argument of f from int to unit — int. The
integer 1 would be represented as the constant function

A().1

Now, whenever f wants to access the value of f, it needs to execute its argument. This
gives us a way to detect if f uses its argument. By passing an effectful function to f,
we can observe if f executes its argument, for example as follows:

let b = ref false in
let z () = b := true; 1in

fx

Now, if b is true after executing f, it must have read x; otherwise it hasn’t.

Pottier presents his program as a challenge to the program verification community.
We firmly believe that it is possible to prove that [fp computes a fixed point of the
initial set of equations.
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It is time to recapitulate the achievements, see what they can be used for and finally
sketch possible improvements and future work. In this last chapter of the thesis, we first
summarize briefly our contributions. We then discuss how close we have come to the
initial goal of the thesis, namely to be able to prove realistic programs in an existing
ML dialect; here, we focus on OCaml. Finally, we discuss remaining challenges and
possible improvements.

6.1. A Summary of the Contributions of this Thesis

The two central contributions of this thesis are

e a theoretical system that allows to specify effectful higher-order programs and to
generate proof obligations that imply the correctness of the program w.r.t. its
specifications,

o and an implementation of this system called Who, that allows to actually prove the
generated obligations using standard automated and interactive theorem provers.

The theoretical system comprises

e an ML-like programming language called W with type and effect system very close
to the one by Talpin and Jouvelot (1994),

¢ a new specification language called L that extends a standard higher-order logic,

e a new weakest precondition calculus that combines features of the Why sys-
tem (Filliatre, 2003) and the Pangolin system (Régis-Gianas and Pottier, 2008),
accompanied by a soundness and completeness proof,

e two restrictions of the initial system, namely the exclusion of region aliasing and
the restriction to singleton regions, that generalize ideas by Hubert and Marché
(2007) and Filliatre (2003), respectively.

The system allows a modular specification of higher-order functions in the presence
of side effects. This modularity is achieved by using a higher-order logic as annotation
language and by providing effect polymorphism, which allows to abstract over the effect
of a functional argument.

The Who tool contains

e an implementation of all parts of the theoretical system,

¢ an encoding of the non-standard parts of L to a standard higher-order logic, and
a means to export proof obligations to Coq (The Coq Development Team, 2008),
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e an encoding of standard higher-order logic to first-order logic, more precisely the
logic of the Why tool (Fillidtre and Marché, 2007), to be able to use all automated
and interactive provers that are supported by the Why tool, to discharge proof
obligations.

Using this tool, a number of programs, that mix higher-order functions and effects
in interesting ways, have been proved correct:

¢ higher-order functions on arrays and lists, such as iter and map, applied to func-
tions that produce side effects,

o third-order functions such as ymemo and backpatch (Landin’s knot) that are
known to be difficult to reason about,

e Koda and Ruskey’s algorithm, in a continuation-based variant.

Higher-order iterators in presence of effects have already been discussed by others,
for example in the Ynot system (Nanevski et al., 2008), in a less general way by Honda
et al. (2005), and more recently by Borgstrom et al. (2010). Only in Ynot, there is
an actual implementation and an associated proof. Honda et al. (2005) also discuss
Landin’s knot, but only in a concrete case (the factorial function), not in its general
implementation as a fixed-point combinator. To our knowledge, Koda and Ruskey’s
algorithm has not been subject to program verification before.

6.2. Using Who to Verify OCaml Programs

A natural question to ask is whether we can directly apply the results of this thesis to
prove programs in a concrete implementation of ML, such as OCaml, for example. In
theory, the answer is mostly yes, but in practice a few more obstacles are to overcome.
Let us elaborate.

Language features that are already supported or easy to add. Many of the language
constructs of OCaml are also present in W, or can be easily added or encoded. W already
contains the functional core of ML, recursive functions and references, and higher-order
functions. We have also briefly discussed that algebraic data types and pattern matching
are easy to add, and both are present in the Who tool. The same is true for tuple types.
In Section 5.4.3, we have shown that the arrays of OCaml can be easily modeled in
Who.
OCaml also provides records. A record type definition looks like this:

typet = {fi 7155 fus T}

A value that belongs to this type is called a record, and is a mapping from the fields f;
to a value of type 7;. The names f; of the fields are also used for accessor functions to
the corresponding value of a field.

In principle, records can be easily dealt with by Who. Simply replace the record type
definition by a declaration of an algebraic data type with a single constructor and an
argument for each field of the record type:
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typet = TRecof 14 X -+ X T,

The accessor functions can now be defined by pattern matching.

Other features of OCaml require a bit more work, but seem to be easy to add. We do
not deal directly with other effects such as exceptions and input/output. However, the
effect mechanisms in the literature (effects, monads, capabilities) have all been shown
to address these effects easily, and Fillidtre (2003) has shown this in the context of
program verification. We believe that similar adjustments can be easily applied to W
and Who. The challenge of OCaml’s polymorphic variants (Garrigue, 1998) seems to
lie only in their complex typing relation, but they can otherwise be treated much like
regular algebraic data types.

Mutable records. The encoding we just showed for OCaml’s record types does not
take into account the fact that record fields can be declared mutable, i.e., in-place
modifiable. A simple modification of our encoding consists of declaring a reference type
for such a field, i.e., the declaration

typet = {fi : 71 ; mutable fo: T }
is encoded to the region polymorphic type
type t [o] = TRecof 11 x ref,

This encoding works, but it does not reflect an important fact of records: the mutable
fields of two different records, of same type or not, can never be aliased, while in the
encoding, we can easily store the same reference of the right type in many different
records.

A possible solution is to change the point of view and encode references using records
instead of the other way around. The type declaration

type ref [a] = { mutable contents : « }

is the definition in OCaml of the reference type. A slight generalization of our system
could deal with mutable records directly, instead of references, and associate regions to
mutable record fields. All regions that are associated to the field contents correspond
to references, while other regions may correspond to mutable fields of other records. In
this model, which corresponds to the Burstall-Bornat memory model (Burstall, 1972;
Bornat, 2000), it is impossible for two different mutable fields (of the same or of different
records) to exist in the same region.

Modules. Another central feature of existing ML programming languages is the mod-
ule system. Modules are simply groups of type definitions, values and functions. Ad-
ditionally, modules can be parameterized w.r.t. other modules; such parameterized
modules are called functors. Functors can be instantiated with concrete modules, and
such instantiations, just as function applications, can have side effects.

The fact that our proof system is very modular, thanks to higher-order logic and
effect polymorphism, implies that in principle, there should be no major obstacle to the
support of modules in Who. After all, a module is barely more than a record of values
and functions, and functor application is very similar to function application. So, from
a purely technical point of view, modules could be supported.
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However, the notion of module also comes with the notion of encapsulation. Often,
types in modules are rendered abstract, i.e., outside of the module, the definition of the
type is unknown. One would like to hide effects that are only needed for the internal
implementation of the module, but are not observable outside of it. Often, one would
like to attach an invariant to an abstract type, stating that all values of that type, seen
from the outside of the module, verify the invariant — for example, that a list is sorted.
Finally, one would like to present the specifications of the module’s functions using a
model. For example, if a module M implements a type ¢ representing sets of integers,
a value empty that represents the empty set and functions add and remove with the
obvious meaning, one would like to say that add adds an element to a set, without
saying how this is exactly achieved. In the implementation, this can correspond to
adding a node to a tree or flipping a bit in some array, but these details are irrelevant
outside of the module.

So, in practice, the addition of a module system to Who would require mechanisms
that allow to

o hide effects,
e define a model that corresponds to a type,
o attach invariants to types.

We have seen in Section 5.4.2 that effect hiding is not possible; recent work by Schwing-
hammer et al. (2010) presents theoretical systems in which effect hiding is possible.

The object system of OCaml. OCaml contains another language feature, namely
a sophisticated object system (Rémy and Vouillon, 1997). A complete treatment of
this feature would certainly require other features of the logic and/or the type system.
There is a large body of literature concerning object-oriented programming and formal
verification. It would be interesting to see whether it can be applied to the object
system of OCaml. A paper where the notion of type invariant is applied to verification
of object-oriented programs is the one of Barnett et al. (2004a).

Surface syntax and annotation inference. Another obstacle is of more practical na-
ture. The Who tool uses its own input syntax for the W language, even though it is
relatively similar to the OCaml syntax. The differences between W and the subset of
OCaml that corresponds to the features in W essentially concern effect annotations and
specifications, both of which do not exist in OCaml. A first step towards proof of OCaml
programs would be to put effect annotations and specifications in special comments, as
is the case for the JML and Krakatoa specification languages. This would permit to
treat the file with the proof tool, but also with a regular OCaml compiler. However, to
be as convenient as possible for the programmer, one should strive to infer as much in-
formation as possible, just as type inference does for types. Effect and region inference,
just as type inference, is possible and is implemented in Who. However, region and
effect annotations can change the way a program must be annotated, and can change
proofs. Currently, effect generalization and instantiation is therefore explicit in Who,
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while type and region annotations are unnecessary. An adaptation of the work by Hu-
bert and Marché (2007), that finds the “best” region instantiation for a given program,
to effect polymorphism would be helpful. Finally, there are many techniques capable
of discovering program specifications such as loop invariants automatically. There are
incomplete because the problem is undecidable, but in practice they can be of great
help.

Other Extensions and ldeas for Future Work

It would be challenging to specify and prove correct larger programs involving higher-
order functions and effects. One such example is the fixed point computation detailed
in Section 5.4.6. Other interesting applications are iterator functions and folds over
more complex data structures — hash tables, trees, trees with invariants — than the
ones we have presented (arrays and lists).

The type and effect system of W can be improved. We have already briefly discussed
that extending it to deal with exceptions and input/output would be useful. But also
the part of effects dealing with references could be improved. At the end of Section 4.2,
we already sketched a system in which singleton regions and group regions can be used
simultaneously, but do not interact. The realization of such a system, its improvement it
to be able to mix singleton and group regions freely, is still future work. Currently, Who
implements the system of Section 4.1, and the restriction Section 4.2 can be switched
on only for the entire program.
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A. Résumé en Francais

A.1l. Introduction

Depuis des décennies maintenant, I'informatique et le logiciel s’installent partout dans
notre vie. C’est de plus en plus le cas aussi pour les systeémes dits critiques, des systémes
dont la défaillance peut mettre en péril une grande somme d’argent, la vie d’un étre
humain, ou les deux. Des exemples de tels systémes critiques sont les logiciels de controle
des satellites et avions, des centrales nucléaires, ou encore les logiciels utilisés sur les
marchés financiers.

Il devient donc impératif de s’assurer du bon fonctionnement de ces programmes.
Pour cela, il faut d’abord fixer dans quelles situations le programme doit opérer, et
quel est son comportement attendu. Le test est une manieére simple de vérifier si un
programme correspond a ces attentes. Il s’agit de fixer un certain nombre d’entrées du
programme et de déterminer, par exemple manuellement, le résultat attendu. Le test va
simplement exécuter le programme avec chacune de ces entrées et vérifier si le résultat
du programme correspond au résultat attendu.

Le test, sous une de ses nombreuses formes, est certainement la méthode la plus adap-
tée dans 'industrie pour s’assurer du bon fonctionnement d’un programme. Cependant,
le test ne peut garantir la correction d’un programme que pour un nombre fini d’entrées.
Or, il y a généralement une infinité de situations possibles dans lesquelles peut se trou-
ver un programme, méme dans des cas tres simples. Ou, pour le dire comme Dijkstra,
le test ne peut montrer que la présence d’erreurs, pas leur absence. Il est également
difficile de prévoir les situations les plus critiques qui peuvent apparaitre en pratique.

A.1.1. La logique de Hoare

La logique de Hoare (Hoare, 1969) est une approche qui fait parti des méthodes for-
melles (Monin, 2002), qui visent a prouver avec des méthodes mathématiques quun
programme est correct vis-a-vis de sa spécification, c’est-a-dire qu’il se comporte comme
attendu dans toutes les situations dans lesquelles le programme est censé fonctionner.
Cette approche est supérieure au test dans le sens qu’elle peut fournir des garanties
bien plus importantes. Cependant, elle exige un travail trés important de la part du
programmeur ou d’un expert ; elle est donc plus cofiteuse que le test.

La logique de Hoare établit ce qu’on appelle un triplet de Hoare : étant donné un
programme C et des formules logiques P et (), on dit que le triplet de Hoare

{Prci{Q}

est valide si, quand la formule P est vraie initialement, la formule () est toujours vraie
apres l'exécution du programme C'. Dit autrement, si C est le programme a vérifier,
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alors P exprime les conditions dans lesquelles le programme est censé fonctionner, et )
exprime les propriétés des résultats de I’exécution du programme.

A.1.2. L’ordre supérieur

Dans les langages dits de premier ordre, seuls des objets simples comme les entiers,
les booléens ou encore les chaines de caracteres sont considérés comme des wvaleurs,
c’est-a-dire qu’ils peuvent étre passés a une fonction, étre renvoyés par une fonction,
ou encore étre stockés dans une structure de données. On dit aussi que ce sont des
objets de premiére classe; toute opération du langage peut s’appliquer & ces objets. En
particulier, dans un langage de premier ordre, les fonctions ne sont pas de premiere
classe ; souvent, on peut seulement les définir & des endroits bien précis du programme,
et les appeler ensuite.

Dans un langage d’ordre supérieur, les fonctions deviennent des objets de premiere
classe, on peut donc les manipuler comme n’importe quelle valeur. En particulier, une
fonction peut maintenant prendre une autre fonction en argument. Une telle fonction
est appelée une fonction d’ordre supérieur.

A.1.3. Le langage ML

Parmi les langages de programmation existants, le langage ML (Leroy et al., 2008;
Milner et al., 1997) occupe une position privilégiée. Ceci est dit d’abord a sa siireté. En
effet, un systéme de types puissant garantit qu'un programme ML bien typé ne peut
s’arréter a cause d’un acces invalide a la mémoire ou encore a cause d’erreurs de typage.
Néanmoins, ce systeme de types est suffisamment riche pour permettre la plupart des
applications qui sont possibles dans d’autres langages. En particulier, le polymorphisme
de types, les fonctions d’ordre supérieur, et enfin les effets de bords grace aux références
sont possibles en ML. Enfin, ML est tres simple dans sa définition, ce qui le rend attractif
pour une étude théorique.

A.1.4. Les systémes a effets

Dans certains cas, il est utile de connaitre [’effet d’une partie d’'un programme c’est-a-
dire ’ensemble des emplacements de mémoire que celui-ci va modifier. Cette information
peut servir a un compilateur, qui peut ou non appliquer certaines optimisations au code
généré. Elle peut aussi servir a simplifier le raisonnement nécessaire dans la logique de
Hoare. Dans le langage initialement présenté par Hoare (1969), le calcul des effets d’une
instruction est trivial. Dans des langages plus complexes, en particulier en présence de
fonctions, il devient nécessaire d’intégrer la notion d’effet dans le systeme de types. On
parle alors de systemes de types et effets. Enfin, si le langage de programmation permet
de l'ordre supérieur, un tel systeme nécessite une notion de polymorphisme d’effet. Le
systéme de types et effets dont nous nous inspirons a été publié par Talpin and Jouvelot
(1994).
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A.1.5. Cette thése

Le sujet de cette these est la preuve de programmes d’ordre supérieur en présence d’effets
de bord. Nous avons choisi la méthode de la logique de Hoare comme cadre. Quant au
langage de programmation a retenir, ML semble représenter le choix idéal, d’une part
parce qu’il est le plus petit langage contenant a la fois de 'ordre supérieur et des effets
de bord, d’autre part parce que son typage fort garantit déja une partie des propriétés
d’un programme. D’autres langages de programmation, comme C, nécessitent la preuve
de propriétés liées a la validité des pointeurs, par exemple.

Il reste a choisir un mécanisme permettant de tracer les effets de bord et I’état modifié
par le programme. Nous avons choisi un systéme de types et effets avec polymorphisme
d’effets. D’abord, cela semble étre une extension naturelle des systemes existants, basés
sur la logique de Hoare et une analyse d’effets, qui ne traitent que le premier ordre.
Ensuite, cette technique permet de raisonner de maniére modulaire sur les programmes.
Enfin, la combinaison d’un systéme a effets comme celui que nous utilisons avec un
systéeme de logique de Hoare n’a jamais été réalisée dans le cadre des programmes
d’ordre supérieur.

A.2. Le langage de programmation W et la logique L

Comme langage de programmation servant de base de discussion pour tout le docu-
ment, nous introduisons le langage W, avec un systéme de régles de typage et une
sémantique a petits pas. Le langage est trés proche de ML, mais présente néanmoins
quelques particularités liées au fait que W contient un systeme a effets similaire a celui
de Talpin and Jouvelot (1994). Tout d’abord, la notion d’effet est centrale. Un effet est
un ensemble de régions, une région étant une notion statique correspondant a une ou
plusieurs adresses de mémoire, et décrit ce que peut modifier une expression. Les types
des fonctions sont également annotés par un effet : une fonction qui accepte un entier
et retourne un entier, tout en modifiant une cellule de mémoire dans une région p a
le type int —” int. Afin de pouvoir calculer l'effet de chaque expression, les références
(cellules de mémoire) doivent étre annotées avec la région a laquelle elles appartiennent.
Un effet peut aussi contenir des variables d’effet ¢ et des variables de régions o.

Nous définissons un systeme de types et effets avec deux jugements de typage. Le
jugement :

| ED YN T

décrit qu’une valeur v a le type 7 sous I’environnement de typage I et le typage de [’état
3. Le typage de I’état sert a donner un type et une région aux adresses de mémoire
créées pendant ’exécution d’un programme. Le jugement :

'YX kFe:rp

décrit qu’une expression e a le type 7 et produit I'effet ¢ sous 'environnement de typage
I" et le typage de I’état 3. Nous prouvons la correction du typage : un programme bien
typé va boucler ou réduire vers une valeur de méme type. L’effet de ’expression peut
également étre maintenu lors de la réduction d’une expression.
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Le langage W permet trois types de polymorphisme : le polymorphisme de types,
comme en ML, mais aussi le polymorphisme d’effets et de régions. Dans notre présen-
tation de W, nous avons choisi de rendre ce polymorphisme explicite : 'utilisateur doit
indiquer les variables de types, effets et régions qui doivent étre généralisées, et aussi
indiquer l'instanciation des variables, lors de I'utilisation d’un symbole polymorphe.

Nous définissons également un langage de spécification pour les programmes écrits
en W. Ce langage est tres proche de la logique d’ordre supérieur standard, avec essen-
tiellement deux différences, a savoir les types état paramétrés par un effet, notés (¢), et
le polymorphisme de régions et effets comme dans les programmes. Un objet de type
() représente un état qui contient toutes les régions contenues dans 'expression d’effet
. On peut accéder a ces états a I’aide de 'opération get, les modifier avec la fonction
set, les combiner avec la fonction combine, et restreindre leur domaine (I'effet ) avec
la fonction restrict.

Une idée centrale, inspirée par le systéme Pangolin (Régis-Gianas and Pottier, 2008),
est de plonger les types et les valeurs des programmes vers des types et valeurs dans la
logique. Comme W est un langage d’ordre supérieur, les fonctions, potentiellement avec
effets de bord, sont aussi des valeurs. Nous traduisons un type 7 —% 7/ par une paire
de prédicats de type

(1 = (@) = prop) x (T = (@) = {p) = 7" — prop),

ou la premiere composante représente la précondition d’'une fonction, c’est-a-dire un
prédicat concernant I’argument de la fonction et ’état initial. La deuxieme composante
est la postcondition, reliant 'argument, ’état initial et I’état final et la valeur renvoyée
par la fonction. Les états ne contiennent que ce qui est significatif a ’exécution de la
fonction, donc ce qui apparait dans son effet.

Les valeurs peuvent également étre plongées dans la logique. Une fonction en W,
annotée avec une précondition p et une postcondition ¢, est traduite par le couple

(p: q)-
Les types de références peuvent étre plongés dans la logique sans modification, mais
bien siir les fonctions de lecture et écriture par effet de bord, ! et :=, sont devenues inac-

cessibles ; leur traduction dans la logique est une paire, qui ne peut pas étre appliquée.
Elles sont remplacées par les fonctions correspondantes qui manipulent des états.

Grace a ce plongement des valeurs et types des programmes, 'utilisateur peut expri-
mer dans la logique des propriétés de n’importe quelle valeur d’un programme.

A.3. Le calcul de plus faible précondition

Jusqu’ici nous avons présenté le langage de programmation W et le langage de spécifica-
tions L, mais aucune vérification est faite. Cette vérification prend la forme d’un calcul
de plus faible précondition. Ce calcul prend une formule ¢ et une expression e et calcule
une formule p qui garantit que si p est vraie initialement, g est vraie apres ’exécution
de I'expression e. Nous écrivons

wp, (€, q)

pour la plus faible précondition de e et g, qui peut mentionner 1’état s. L’utilisateur doit
maintenant prouver la formule p pour obtenir la correction de son programme vis-a-vis
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de sa spécification.

Parallelement a la notion de plus faible précondition, nous introduisons aussi la notion
de correction d’une valeur, qui exprime qu’une valeur ne contient que des spécifications
correctes. Cette notion est définie pour toutes les valeurs, cependant elle n’est non
triviale que pour les fonctions. Une fonction de pré- et postcondition p et ¢ et de
corps e est correcte si, pour un état s, la précondition pour s implique la plus faible
précondition pour s, e et q :

Vs.p s = wp,(e, q s)

I’état initial de la postcondition est également 1’état s.

Le calcul de plus faible précondition suit largement les définitions classiques, mais tire
avantage des informations d’effets des expressions. Par exemple, pour justifier qu'une
application d’une fonction f a un argument x garantit une condition g, il faut prouver
la précondition de f, appliquée a x et a I’état courant, et il faut prouver que la post-
condition de f implique la condition ¢ dans I’état qui est établi par la fonction f. Cette
définition classique est raffinée par le fait que I'état initial et 1’état final ne peuvent
différer qu’en les régions qui sont mentionnées dans 'effet de la fonction f.

Nous prouvons la correction du calcul de plus faible précondition, c’est-a-dire que
la formule obtenue par ce calcul implique en effet la correction du programme. Plus
précisément, nous prouvons que si wp,(e,q) est valide, alors a partir de 'état s, e
boucle ou se réduit vers un état s’ et une valeur v qui vérifient la postcondition ¢. Nous
acceptons donc la non-terminaison du programme, c’est-a-dire nous nous intéressons
donc seulement a la correction partielle du calcul de plus faible précondition.

Nous prouvons également la complétude de ce calcul, c’est-a-dire la propriété qu’étant
donné un programme e et une condition g, si e se réduit toujours vers une valeur qui
vérifie ¢, alors on peut modifier les annotations contenues dans e, pour obtenir une
expression €/, identique d’'un point de vue calculatoire, pour laquelle nous pouvons
prouver la plus faible précondition, exprimée par wpg(e, q).

A.4. Les restrictions d’alias

Le systeme présenté dans les deux sections précédentes est simple d’un point de vue
théorique, et posséde des propriétés souhaitables telles que la correction et la complé-
tude. Néanmoins, il n’est pas trés agréable d’utilisation en pratique. Prenons comme
exemple une fonction f avec le type suivant :

f Vo1, 02.ref,, int -9 refy, int =912 int

Si on veut raisonner sur une telle fonction, il faut considérer trois cas :

o les deux régions g1 et g9 sont distinctes, et par conséquence, les références le sont
aussi;

e les deux régions g1 et g9 sont en fait les mémes (sont aliasées), mais les deux
références sont distinctes;

o les deux références sont identiques, et les régions p; et ps sont donc également
identiques.
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Nous proposons ici deux simplifications du systeme initial qui restreignent ’ensemble
des programmes acceptés, mais réduisent le nombre de cas a considérer.

A.4.1. L’exclusion d’aliasing de régions

Une bonne intuition, adaptée dans un cadre sans polymorphisme d’effets par Hubert
and Marché (2007), consiste & dire que les variables de région et variables d’effets sont
toujours indépendantes. En pratique, cela veut dire que

¢ deux variables de régions différentes représentent des régions différentes ;
e deux variables d’effets représentent deux effets disjoints ;

o leffet représenté par une variable d’effet ne peut contenir une région représentée
par une variable de région.

Prenons ’exemple d’une fonction qui a un schéma de type comme celui-ci :

Vo102¢€. -+

Alors les variables de région o1 et g2 ne peuvent pas étre instanciées par la méme région,
et la variable d’effet £ ne peut pas étre instanciée avec un effet qui contient les régions
qui ont servi & instancier g1 et go. Pour obtenir ce comportement, seules deux regles de
typage doivent étre légérement modifiées.

D’un point de vue théorique, cette restriction permet la formulation de la régle de
frame, qui dit qu’un programme ne peut toucher que les régions qui sont mentionnées
dans son effet, et tout ce qui n’est pas mentionné reste inchangé. Ce théoreme était vrai
sans la restriction, mais I'aliasing entre régions rendait délicat le test si une région était
mentionnée dans un effet ou pas. La condition ¢ ¢ ¢ ne suffisait pas, parce que la variable
de région p pouvait étre remplacée plus tard par une région contenue dans ¢, ou une
éventuelle variable d’effet dans  pouvait étre remplacée par un effet qui contient o. Avec
la restriction d’aliasing de régions, cela n’est plus possible, et cette décision d’inclusion
peut étre prise statiquement. La condition ¢ ¢ ¢ est suffisante pour conclure que si ¢
est 'effet d’une expression, alors la région g ne sera pas touchée par cette expression. En
pratique, ce résultat théorique permet de nombreuses simplifications des spécifications,
des obligations de preuves et des preuves elles-mémes.

Cette restriction réduit le nombre de programmes acceptés, mais ne réduit pas I'ex-
pressivité du langage, dans le sens o, si un programme pouvait étre typé dans le systeme
d’origine, une modification des annotations de régions et d’effets peut étre trouvée telle
que le programme ainsi obtenu peut étre typé dans le systéme avec restriction.

Pour résumer, et revenir a notre fonction f du début de la section, cette restriction
propose de distinguer statiquement le cas ou les deux régions sont différentes des deux
autres cas. Si f a le type

le’ QQ'refgl int —>® refgz int —2192 inta

alors les deux régions sont différentes et les deux références le sont forcément aussi. Si
le programmeur donne le type

Vo.ref, int -0 ref, int =2 int
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a f, alors les références sont dans la méme région et donc potentiellement égales. Il
revient a l'utilisateur de différencier les deux situations a ’aide d’annotations.

A.4.2. Les régions singletons

Une deuxieme restriction, qui s’ajoute a la premieére, est la restriction des régions a des
régions singleton. Une région singleton est une région qui contient au plus une référence.
La distinction entre région et référence disparait alors d’un point de vue logique.

D’un point de vue technique, un simple changement de la notion d’effet permet
d’obtenir cette restriction. Nous introduisons la notion d’effet de création, c’est-a-dire
la création d’une référence dans une région. L’objectif est de ne permettre qu’un seul
effet de création par région ; ainsi chaque région ne peut contenir qu'une seule référence.
Cette restriction est obtenue en interdisant I'union d’effets dont les effets de création
ne sont pas disjoints.

Cette restriction ajoute encore une simplification ; on peut maintenant décider sta-
tiquement si deux références sont identiques, a savoir quand elles sont dans la méme
région. Un certain nombre d’obligations de preuves deviennent encore plus simple dans
ce cadre.

Contrairement a la premiére restriction, celle-ci restreint fortement ’expressivité du
langage. Un certain nombre de programmes ne peuvent plus étre traités par ce systeme
simplifié. Cela concerne tous les programmes qui nécessitent un traitement dynamique
des références. Ceci inclut les références qui contiennent des références, des références
dans les listes, les expressions qui renvoient une référence ou une autre selon la situation.
Tous ces programmes peuvent étre écrits, mais leur comportement devient alors trivial.
Une référence sur une autre référence doit forcément contenir toujours la méme, a tout
point de programme ; une liste de références ne peut contenir deux références distinctes,
et I'expression renvoie toujours la méme référence.

Pour reprendre I’exemple de notre fonction f, si le programmeur donne le type suivant
pour f :

Vo1, 02.ref,, int 0 ref,y, int =912 int

alors, comme avant, les deux références sont forcément distinctes. Si le programmeur
donne le type
Vo.ref, int -0 ref, int =2 int

a f, alors les deux références sont forcément identiques; en conséquence, la fonction f
n’a plus besoin d’avoir deux arguments de type référence.

Il s’agit alors d’un choix entre expressivité du systeme et simplicité des obligations de
preuve. Il est imaginable de faire cohabiter les deux restrictions dans le méme systeme,
permettant la création de plusieurs références dans la méme région, si cela est nécessaire,
mais cette combinaison n’a pas été étudiée dans cette these.

A.5. L’outil et des exemples

Le systeme théorique et ses extensions ont été implantés dans un outil nommé Who,
écrit en OCaml. L’outil prend en entrée un programme dans le langage W, avec des
annotations en langage L. A I'aide du calcul de plus faible précondition, il engendre, a
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partir de ce programme annoté, une formule en L, qui contient toutes les obligations de
preuve nécessaires. Ensuite, cette formule est traduite vers une logique d’ordre supérieur
standard, qui est acceptée par un certain nombre de prouveurs interactifs. L’utilisateur
peut maintenant prouver cette formule pour prouver la correction du programme de
départ vis-a-vis de sa spécification.

A.5.1. Traduction vers la logique du premier ordre

Il est souhaitable de pouvoir se servir des nombreux démonstrateurs automatiques afin
de décharger les obligations de preuve plus facilement. Or, la grande majorité des dé-
monstrateurs automatiques supportent seulement une logique du premier ordre. En
collaboration avec Yann Régis-Gianas, nous avons donc développé une traduction de la
logique d’ordre supérieur vers la logique du premier ordre. La cible de cette traduction
est 'outil Why (Fillidtre and Marché, 2007). Cet outil accepte des formules en logique
du premier ordre dans une syntaxe particuliere, et peut traduire ces formules dans les
différentes syntaxes de nombreux démonstrateurs automatiques. Gréce a la traduction
vers le premier ordre, et grace a I'outil Why, nous pouvons utiliser les démonstrateurs
du premier ordre pour décharger les obligations de preuve générées par Who. Le principe
de la traduction présentée n’est pas nouveau, mais nous y apportons quelques modifi-
cations qui réduisent cette traduction a I'identité si la formule de départ est déja une
formule du premier ordre.

A.5.2. Etudes de cas

Pour démontrer la capacité de Who a prouver la correction de programmes d’ordre
supérieur avec effets, nous avons écrit et spécifié quelques programmes en W, et nous
les avons prouvés corrects :

e une implantation de la boucle for, utilisant une fonction d’ordre supérieur ;

¢ le noeud de Ladin, qui consiste a réaliser une fonction récursive sans utiliser le
mécanisme de récursion fourni par le langage ;

¢ deux fonctions de mémoisation, qui utilisent un effet de bord sur une table pour
garder en mémoire le résultat d’une fonction pure et éviter de ’appeler de nouveau
avec le méme argument ;

¢ deux fonctions d’ordre supérieur, iter et map, concernant les tableaux, et la fonc-
tion map pour les listes;

o L’algorithme de Koda et Ruskey (Koda and Ruskey, 1993), qui énumere certaines
colorations d’une forét.

Dans tous ces cas, nous présentons une implantation en ML, sans annotations, suivie
d’une implantation en W, avec annotations. La majorité des programmes peuvent étre
prouvés corrects en utilisant uniquement les démonstrateurs automatiques. Les autres
programmes, comme l’algorithme de Koda et Ruskey, nécessitent des preuves manuelles,
qui ont été effectuées dans 'assistant de preuve Coq.
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A.6. Conclusion

Les deux contributions centrales de cette theése sont :

un systeme théorique permettant de spécifier des programmes impératifs d’ordre
supérieur et de générer des obligations de preuve qui impliquent la correction du
programme par rapport a sa spécification ;

une implantation de ce systéme, nommée Who, qui permet, en pratique, de prouver
ces obligations générées a ’aide de prouveurs existants, automatiques et interac-
tifs.

Le systeme théorique inclut :

un langage de programmation que nous appelons W, similaire a ML, avec un
systeme de types et effets qui ressemble celui de Talpin and Jouvelot (1994) ;

un nouveau langage de spécifications que nous appelons L, qui étend la logique
d’ordre supérieur standard,

un nouveau calcul de plus faible précondition, qui combine les capacités du sys-
teme de Why (Filliatre, 2003) et du systéeme de Pangolin (Régis-Gianas and Pot-
tier, 2008) ;

des preuves de correction et complétude de ce calcul ;

deux modifications du systéme initial, & savoir I’exclusion d’aliasing entre régions,
et la restriction a des régions singletons. Les deux modifications généralisent des
idées de Hubert and Marché (2007) et Filliatre (2003), respectivement.

Ce systeme permet la spécification modulaire de fonctions d’ordre supérieur en pré-
sence d’effets de bord. Cette modularité est obtenue grace a 'utilisation d’une logique
d’ordre supérieur en tant que langage de spécification, mais aussi grace au polymor-
phisme d’effets présent en W, qui permet de s’abstraire de l'effet d’'un argument fonc-
tionnel.

L’outil Who contient :

une implantation de la majorité de ce qui a été présenté dans la partie théorique;

un encodage des parties non-standards de L vers la logique d’ordre supérieur
usuelle, et un moyen d’exporter les obligations de preuve vers Coq (The Coq
Development Team, 2008) ;

un encodage de la logique d’ordre supérieur vers le premier ordre, plus précisément
la logique de I'outil Why (Fillidtre and Marché, 2007). Cet encodage permet de
décharger les obligations de preuve a I'aide des nombreux prouveurs automatiques
et interactifs dont Why connait le format d’entrée.

A T’aide de 'outil Who, nous avons prouvé un certain nombre de programmes qui mé-
langent effets de bord et ordre supérieur pour obtenir de résultats intéressants, comme
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des preuves de correction des fonctions d’ordre supérieur manipulant les tableaux, ou
encore la preuve de correction de I'algorithme de Koda et Ruskey.

Les itérateurs d’ordre supérieur, en combination avec des effets de bord, ont déja été
discutés dans la littérature, par exemple dans le systéme Ynot (Nanevski et al., 2008), de
maniére moins générale par Honda et al. (2005), et plus récemment par Borgstrom et al.
(2010). Seul le systeme Ynot, et le notre, peuvent présenter une implantation prouvée
de tels itérateurs. Honda et al. (2005) discutent le nceud de Landin, mais seulement
dans un cas concret d’application, et non pas dans sa forme générale de point fixe. A
notre connaissance, nous avons été les premiers a soumettre 'algorithme de Koda et
Ruskey a une vérification formelle.
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